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1e analyses

: oret the output
“\What to present in your publications
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Vleasurement scales

Continuous
Discrete (count)
Binary (0, 1)

Ordinal (ordered
categories)

How will the data be analyzed?
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IMoN measuremenisscales™

= ".Lcategory)

* Ordinal scale (numerical order has
meaning)







nparametric tests for ordinaliert s
jlieus) data ~

BelTiestexample)

Sayout

clojss sample

Quantile test

Jfeservations

o

i

e i

Sign test

“~ I'Randomized complete block

(Withrsingle: treatment factor)

Freidman <

Two random samples
(groups)

Mann-Whitney <

Several random samples (but
only one factor — not factorial)

Median test

Kruskal-Wallis test <

Rank-based tests

None of these
are for
factorials, split-
plots, etc.
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-." the treatments
_ a Wwellcdefined

ﬂ-_-__-
- s
i
T—-—-

comblnatlons of two or

= more: different factors

® Each treatment
combination must contain
one level of every factor



S

{6 erdinal data)

Not covered in this workshop
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Wong/bakenfaces PainrScale™

PAIN SCALE
0 1 2 3 4 5 6 7 8 9 10

No Mild Moderate Severe Worst
Pain Pain Possible




Kurtzke Functional Systems Scores (FSS)

I Pyramidal Functions

0 - Normal

1 - Abnormal signs without disability

2 - Minimal disability

3 - Mild to moderate paraparesis or hemiparesis (detectable weakness but most
function sustained for short periods, fatigue a problem); severe monoparesis (almost
no function)

4 - Marked paraparesis or hemiparesis (function is difficult), moderate quadriparesis
(function is decreased but can be sustained for short periods); or monoplegia

5 - Paraplegia, hemiplegia, or marked quadriparesis

6 - Quadriplegia

9 - (Unknown)




Hauser Ambulation Index

(d 0 = Asymptomatic; fully active.

[d 1 = Walks normally, but reports fatigue that interferes with athletic or other
demanding activities.

(d 2 = Abnormal gait or episodic imbalance; gait disorder is noticed by family and
friends; able to walk 25 feet (8 meters) in 10 seconds or less.

(d 3 = Walks independently; able to walk 25 feet in 20 seconds or less.

(1 4 = Requires unilateral support (cane or single crutch) to walk; walks 25 feet in 20
seconds or less.

(d 5 = Requires bilateral support (canes, crutches, or walker) and walks 25 feet in 25
seconds or less; or requires unilateral support but needs more than 20 seconds
to walk 25 feet.

[J 8 = Requires bilateral support and more than 20 seconds to walk 25 feet; may use
wheelchair* on occasion.

[d 7 = Walking limited to several steps with bilateral support; unable to walk 25 feet;
may use wheelchair* for most activities.

[d 8 = Restricted to wheelchair; able to transfer self independently.

1 9 = Restricted to wheelchair; unable to transfer self independently.
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al rating scales are comnen..
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in plant*pathology”™

NEISEASES
Jardiseases
JSEAses of fruit, berries etc.....
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iUIM| rooL-rot severitya

[SiiolE SympPLOmS
: Ome‘i Sleaves, representing ne more than 10% of the
toizl ..-,follage are wilted' and chlorotic
SRALproximately 25% of leaves and branches exhibit
& wiltingiand chlorosis
scf’f?“’fﬁmproxmately 50% of leaves and branches exhibit
—  Wilting and chlorosis

- O Appreximately 75% or more of the leaves and branches
exnibit wilting, chlorosis, and defoliation, with eventually
plant death
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=1 =no visible damage

— 5 = plant Is dead




Carrot Incidence and Severity of RKN Infection
by

~—

ML 62 Mv)o}(ﬁ/lgrketable Unmarketable




Velopmentof bitter ot

il

-

NO Infection

-

1 — 5% Infection

6 — 15 % Infection

16 — 501 % infection

> 51% Infection




.

_ = 7-=70-90%
° 8 =90-<100%
© 9=100%




Stagonospora nodorum leaf blotch of wheat.
Liu et al. 2004. Phytopathology 94: 1061-1067.
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Horstall-Barratt Scaley

Ing scale representing percent disease

1 =1-3% 2 = 4-6%

4 = 13-24% 5 = 25-50%

6 =51-75% 7 = 76-88% 8 = 89-94%

9= 95-97% 10 = 98-99% 11 = 100%

Barratt, R.W. and J. G. Horsfall. 1945. An I mproved Grading System for

Measuring Plant Disease. Connecticut Agricultural Experiment Station. 2




CarrotEoYecasting driall- Hancocks 2002

vars: Boleror& Eontana

IiiEatments: chiorothalonil (1.2 lbrai/A) alt.
gzoxy/striebin (0.151b ai/A)

J_- scale (0-11)

* [reatments evaluation:
* Disease severity (weekly)
“*» AUDPC (season)

* Yield, quality and value

P. M. Rogers




ipe rustmt

Description

1 highly resisiant: no visible symptoms

2 highly resistant: occcasional symptoms of infection including necrotic flecks and
small stripes without sporulation

3 resistant: symptoms evident and may include stripes with necrosis and
chlorosis, limited sporulation, and affecied |leaf area up to 15%

4 moderately resistant: sporulating areas arranged in stripes, some chlorosis and
necrosis, and affecied leaf area up to 30%

LT intermediate: sporulating areas arranged in stripes with some chlorosis, and

affected leaf area up to 50%
i moderately susceptible: sporulating stripes and affected leaf area up to 70%

T moderately suscepiible to susceptible: sporulating stripes menging into broader
leaf areas supporting symptoms; chlorosis and necrosis evident; leaf area
affected up to 90%

a suscepfible: sporulation across the whole leaf surface with no stripes but with
evidence of chlorotic areas
highly suscepiible: abundant sporulation across the whole leaf area with no
evidence of stripes

Australian Cereal Rust Control Program



able 2. Regm product testing for control of Cercospora and
lights of carrot. e

-—=y —_hi-
—

application sequence?) Petiole blight Petiole Leaf blight Yield per 10-ft
healthw (%)v row (lb)
Incidence (%)Y Severity*
[ o —

7.5 d

6SC 1.5 pt (1-10)

g¥ik 6SC 1.5 pt (1,3,5,7,9)

ather Stik 6SC 1 pt (1-10)

X Petiole blight severity rated on a 1 to 5 scale; where 1 = 0 petiole
lesions per plant, 2 = 1-10, 3 = 11-21, 4 = 21-50, and 5 = > 50.

w Petiole health rated on a 1 to 10 scale; where 1 = healthy and vigorous
to 10 = necrotic or dead.




- ﬁecrotlc gray spots about 2-3 mm in diamater
Swith brown margins

= fypical blast lesions infecting 50% or: ngore
of the leafi area




‘5"— PreWn rooets, large IeS|ons on stems
g Irdling, whole plant Wllted and stunted

*~10 = death e

-. I-
] L A
‘ i
%
;

1 .

. .

DepL dl Plant Pathalogy,
of Arizond "

27
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Iength of three to four youngest leaves

5:= Chlorosis more severe than in 4, leaves.are yello
and are beginning to turn white

U. Of Georgia Cooperative Extension Guide o
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2alingpiih erdiralsaatza

DIHEENCES PEWVEEN SCOIES! (OF Nean SCores) do

= _he iesults should not depend on the values
— *assngned to the categories (the ‘labels’). i.e. the
iesults should be invariant (same) under
monotonic transformations of the rating scale.
Analysis based on rank transformations can
meet these criteria.




pliiferencerhetween scores do.Jaet
ense (inany quantitative or "

We know, the scale could look like this:

3 45

1

Or even this: A B C




.

Go to SAS...
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Rank-based tests

SEWENICERRZIGURENGIREN RGN IMENKilskal-
WellisyErnedman

_-_.'generally imited to the one-way layout
. inere had peen sound statistical theory for

leen the deswable properties of rank
transformations, why not use ANOVA on
the ranks (I.e. Rank Transform Method)?




S

Aitected Py, monotonic data transformations.

v

Rk statistics are invariant, So Inappropriate

L

== {0 use them to test hypotheses that are
fransformation-dependent.
— Looked at another way, if one uses ranks of

data, one Is not testing the equality of means
(expected values) for different treatments
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orlglnal data




9 —
—

1-25%)

> (severity classxno. roots in class)

: x100
(total roots x highest class No.)

Another example It is debatable if
such an approach

“Roots were washed and evaluated for disease is justified.
using a 0 to 4 rating scale. A disease severity

iIndex (DSI) was calculated for each plot

by: (mean severity X incidence %) /4. “

Bradley et al. (web document) StatiSticaI iSSUGS
36



'esults are invariant under strictly

= -rﬁonotone transformations of the data
- *"Missing values are allowable

* \/ery good approximate test statistics are
available for small sample sizes




A 12y proach (M. Akritas, EdgarBiinnem

iy, -ﬂ'_-,.

'_eS|gns (plus contrasts) can be generally

handled with SAS Proc Mixed (with
appropriate options)




_'II Statistical methods are based on

: assumptlons

__,_: “The Brunner approach has the least
iestrictive assumptions of all possible
statistical methods for testing hypotheses
about random variables




.ﬁ_
MpLUonNS -

=y il b

Aonparametnc tests have more restrictive
assumptions;

-

= — Distributions of observations have the same shape
fior all groups (treatments, etc.), when one is testing
fior equality of medians
* K-WW can be regarded as a special case of the
Brunner one-way layout.




S

f‘— (Reestrictions on shape of distributions, nor
B en similarity of distributions among groups)

‘ ,'i‘; There are sufficient number of

elservations (replications) to apply
Certain test statistics.

— |n fact, simulations show that the approach
works for small sample sizes

* Essentially, no other assumptions.




= Thus a little review is provided...




piistributions

Histogram —— -

—

= Division of a Sample eireRSENalons off a
random varlable INte 2 NUMIEN Of Classes,
' e e rlumoer (O orogdrion) oj
ORSENALIGNAS I each Class
Proebability density function (pdf) or
probability mass function (pmf)

— The probability of each value of a variable in
a population (discrete)

— Probability that a variable falls within a
particular interval in a population when
integrated over interval (continuous)

— Sometimes just called the ‘distribution’ (but
not here)
Estimated probability density function
— Estimated pdf from a sample
— Often called empirical probability density.

— Equivalent (graphically) to scaled histogram
43

Probability density function




DistrbULions

Probability density function

_ - —
Prebability densitySitnction (pdf) or
provanility: mass function (pmf)

HeNpeahliacieachNallE Canaralsle
"2 pepulauen (discrete)
— Prohahbility that a variable falls within a
particular interval in a population
(continuous), when integrated over interval

Distribution

— Cumulative probability of values of a
variable in a population

5 10
X

(cumulative) Distribution

* Labeled as F(x) or simply F

— Sometimes called cumulative
distribution

Estimated distribution
— Sometimes called empirical distribution
With F(x) for distribution, ° Labeledas F(x)=F

pdf is thus written as:
dF(x)/dx

5 10
X




Probability density function (cumulative) Distribution

dF (x) | F(X
dx '

Empirical probability density function Empricial (cumulative) Distribution

dF (x) . 9
dx : F(x)

dF~ (x)/dx




Frequency

Cumulative probability

w
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w
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N
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triputions

Normal

Normal

Mean 8.715
StDev 2.808
N 200

s\ The foundation or parametric

statisticall analysis is that the
distrilbutien (B) el a variakle can

e fepresented by a function
(I.e., model) with one or more
parameters

— Normal distribution
* Mean ()

* Variance (o?)
— Exponential, gamma, log-
normal, Poisson, negative
binomial, etc. ...

Descriptions, comparisons,
predictions, and in general,
Inference, are performed in
terms of estimated parameters

* \With ordinal data, however, this

IS not possible.
46




- ——
IRty ReRpaEmELrc

statisticallanalysis, ene does
geEnerally) assume any
URcton' (model)or E or diE/dx

2 re v porml 03 0 9B — The measurement scale (I.e.,
type of randem variable)
precludes use of functions such
as the normal, Poisson, and

Frequency

w
o

050 5.25 6.00 6.75 750825900 _ 0 2 4 6 8 10 12 14 Other mOdels for =
* Ordinal data

Conditions or assumptions
needed (desired) to use certain
functions for F are violated
However, with nonparametric
statistics, one can base analyses
directly on distributions and their
estimates
— Basis for this workshop

Probability




DiStriputions

BBIFSTOUt that investigators do not actually haye'to estimate s
SABICIELY

Flowaver, sies the principles and concepts ane hased on Es; It IS
eSS PERCIEREN e mEW eI tretohrseme calctlauensTior a
S{iElifE el SET

— 'qalculations lead tera usefuli summarny statistic that IS used in the
IENPEIEMENIC analyses of this workshop.
gunsider the following 10 points, for a single group (e.g., treatment)
B =1,2,2,4,5,6,7,7,9,10 (n=10; k=1, 2, ...,n)
g:'— What s the empirical (estimated) F(x)?

-~ * Note: Upper case X for the random variable, and lower case x for a
specific (fixed) value

e Sofar, we have deliberately been a little vague about the
cumulative aspect of the probability.

— The “usual” or “classical” definition is: Prob[X < X]
* Example: Probability that an observation is less than or equal to x=1, 2, ...

— However, there are actually three versions of the distribution.




thibutions
Icllating the distribution; first considerfthe ranks o
BBEIVations

ENElatVe pesItions off OSENVALioNs In'a sample with' respect to
OME characteristic (e.qg., Ssome measurement)

:_'épresentation ofi the underlying order of the values of a sample

Mid-
rank, R There are different types of
1 ranks, but the methods that

follow are based completely on
mid-ranks (R)

2.5
2.5

With mid-ranks, ties
have the same value

_ ) For simplicity,
When needed for clarity, use k subscript to we refer to

indicate the specific observation (k =1, ...n): mid-ranks as
X, Ry ranks

olN|N|lo|la|M|IN|N|PF|X

[HEN
o




bUTons: Threewersions
O UcWISHE (%)= ProBpiex]

' Empirical
F (X) { distribution

Prob[X < X]
1/10=0.1
3/10 =0.3
3/10 =0.3
4/10=04
5/10=0.5
6/10 = 0.6
8/10=10.8

8/10=0.8 3 6 9
9/10 = 0.9 Variable (X)

o|l~N|[~N|lo|la| 2| NN ]| x

=
(@)

10/10=1.0




lions: Three versions,
sontinuous, F=(X)i= Prob[X<X]

- Empirical
\ distribution

X

Prob[X < x] Prob[X < x]
0/10 = 0.0 1/10 = 0.1
1/10=0.1 3/10 = 0.3
1/10=0.1 3/10 = 0.3
3/10 = 0.3 4/10 = 0.4
4/10=0.4 5/10 = 0.5

5/10 = 0.5 6/10 = 0.6
6/10 = 0.6 8/10=0.8 . 5

6/10 = 0.6 8/10=0.8 Variable (X)
8/10 = 0.8 9/10 = 0.9
9/10 = 0.9 10/10=1.0

9

1
2
2
14
)
6
7
7
9

[EEN
(@]




Pistiutions: Three versions

Normalized,
Prob[X<x] + Prob[X<x]} = 0.5-{F~(x) + F*(x)}

Prob[X<x] + 0.5-Prob[X=Xx]

X

Prob[X <
X]

Prob[X < x] +
0.5Prob[X=x]

Prob[X < x]

0/10=0.0

0.05

1/10 =0.1

1/10 =0.1

0.2

3/10=0.3

1/10 =0.1

0.2

3/10=0.3

3/10=0.3

0.35

4/10 =0.4

4/10 =0.4

0.45

5/10=0.5

5/10=0.5

0.55

6/10 = 0.6

6/10 = 0.6

0.7

8/10=10.8

6/10 = 0.6

0.7

8/10=0.8

1
2
12
4
)
6
7
7
9

8/10=0.8

9/10=0.9

[
o

9/10=0.9

10/10=1.0

Empirical
distribution

3

® | eft-continuous
® Right-continuous

B Normalized

6 9
Variable (X)




clist rwu' indicated with a “hat*

BERSIWA(PAI)), and hience histogram,
5 JJvf‘ By aE/aX

=IVes a full description of the
= -servaﬂons
I nenparametric analysis, no
assumptions are needed about the

nature of F - 3 6 9

: _ _ Variable (X))
— Variable can be continuous or discrete,

Including ordinal and categorical
— Ties are permitted




DiStribltieons: several groups

Wivatiisthere are several groups, (treatments)?
BJACe a subscript on'Eto |nd|cate the group

Use ifas a Iabel for a SPECIiic group
B =1,...a
BSRE random variable and rank now have two
subscripts, X, and R, (for group and observation)

®=@ne can, if desired, estimate F for each group
(ILe., determine the empirical distribution for

each)
— Analysis does not require explicit estimation of F..

A weighted mean F (= H) can be determined

RO —— ZnF

One can determine
Total Observations empirical H (H) based on
[ ' empirical F
observations in group | P &)




-h‘
mple.empirical normalized ==
distroutions

BoIorSAS Tl 1ol example oftwheat
poewdery: mildew

(@ cultivars, 20 plants each)

<1% leaf area affected on 4™ leaf®
1-50% leaf area affected on 4™ leaf
1-5% leaf area affected on 3" leaf
5-15% leaf area affected on 3" leaf
>15% leaf area affected on 3" leaf
1-5% leaf area affected on 2™ leaf
5-15% leaf area affected on 2" leaf
>15% leaf area affected on 2" leaf
1-5% leaf area affected on flag leaf
5-15% leaf area affected on flag leaf
>15% leaf area affected on flag leaf

RPOoO~NO Ul WNEO




e a|IZ?ﬁIS’[I’IbUtIOnS comparlsons

R —
S Need a summeary: value fior each

distibutien te facilitate comparsons of
istributi .
— Arethe values of X for ene group larger
(smaller) than for anether group?
As Indicated before, there is no
parameter to compare for
nonparametric analyses

The median Is a useful summary
statistic, corresponding to the value of X
giving F(x) = 0.5.
— Some nonparametric approaches are
based on medians

Effects of treatments
(cultivars, controls,
pathogen races, etc.) are
defined and determined — However, these approaches are not

based on distributions applicable for factorials (repeated
measures, etc.), but medians are still
useful summaries




Relatvetreatment effects

e Informative and useful metric than the median is the
e treatment effect (also known as the relative marginal
1 for factorials)

I

'fntity to represent the probability that one random
ariable is larger than the other
_ ’hge' 0 <p; <1 (not quite 0 or 1 for the limits)
," ally, p. quantifies the (stochastic) tendency of the
::'ﬂt&-trlbutlon F; with respect to the mean distribution H
=~ — IfF, tends to lie to the right of H, then p, > 0.5
= If F;, tends to lie to the left of H, then p, < 0.5

— Describes how the observations of one group (with distribution F))
are related to observations from a group with distribution H
* If p, < 0.5, there is a tendency of randomly selected observations from

group I to be smaller than randomly selected observations from a
hypothetical group with H as its distribution




Relatve treatmenit: effects

Definition of estimate, but |
not the practical
approach for estimation

c
2
P
>
o]
=
p=]
=2
©
=)
()
N
c_gu
@)
c
°
Q
@©
£
—
0
(1]

It turns out that the estimate Observations (X)

is a simple function of the
mean rank for the i-th group

Reminder:
i Rank of k-th observation in group i
: Total number of observations
Weighted mean normalized distribution
Probability density function




RE(ativertreatmenteffects

NV HRERRNERE are only twoe gro_lips, One can define:
.Prob(X,=X,) = |F,dF,

;lprobability that the randem variable from group 2 Is greater
jeniem group 1”

Ifhere are several nonparametric methods for statistically comparing
twergroups, but most do not generalize to multiple groups, or
factonials, or are not appropriate for ordinal data

— The approach of this workshop covers all of these situations

— Relative treatment effects and their differences (e.g., P;-P5; P3Py, ---) are

applicable for all factorials -




3 Trt. Eff.
K 8 61.9 |0.77
2 55  |452 | 0.56

.
s

xElaVe treatment effects,

WHESRPeWEEAmIdEw example:

R. P
- AV,

Cultivar | Median | Mean Est.
Rank Rel.

4 2.0 20.8 0.25







L @RewWaytayout, completely
NEndoniized (FactorA: a=8me
WESUNENLS; S EplicCations)

Nonparametric hypothesis







® \/\/n_n Statistic (WIS)

I-square distribution under the

OVA Type Statlstlc” (ATS)
*-—_— Asymptotlcally, has an approximate F distribution under the
null-hypothesis
* Obtain with the ANOVAF option on the procedure statement of

MIXED

— Simulations have shown that this test works (i.e., the statistic
has the correct properties) even for very small sample sizes

— Use for most data sets
64




PHENaY ayeul: SAS euipult

. - WTS

VEISI0N 6.2 output

Type 3 Testg of Fixed Effects

Effact

DF Chi-Sguare F Value Pr > Chisg pPr >

<l
trt 18 248 .20 <.0001 <.00
Ti=cts
ANOVE ANOVERE F ERNOVA ANCOVE
Effect Chi-Sguars Value Fr » Chisg Fr > F
trt 12.10 12.10 0.00z4 0.0030
Contrasts
ANOVLAE  AMNOVE
Num Den Num Den ANOVA F ANOWVA
Lake=l DF DF F Value Pr > F DF DF Valus Pr > F
actigard vs control 1 18 0,00  1.0000 1 & 0.00 1.0000

bravo vs control 1 15 1.54 0.230¢ 1 3.92 1.54

L2837



OHENaY layeut; SAS outpub

VeSO, 1 output

-

IType 2 Tests of Fixed Effects

Hum Den
Effect DF DF Chi-Square F Value Fr » Chi3g
- Fr = F
- =
E_ Lrt s 118 248.20 45 .64 <.0001
- <.0001

IType 2 Tests of Fixed Effects

Hum Den Fr = Fr =
Effect DF DF Valus F(DDFE) Fiinftw)

Lrt 2.45 T.585 12.10 0. 0030 <.0001




A=3 A=1 A=2

Block 1 Block 2 Block 3




S

—

VAPPIGACHES 1O dealing with blocking are being
de\:_j_!f-* . otillfan active area of current

R asiest approach would be to add a random

——

e block; statement

= ¢ Not accounting for block effects could lead to
~ Inflated standard errors




=, = .= U,
Hy(B)=p,=pu,=..u,







WeRay. layout: SAS outputi(

IV 8 2 oLtpuL

Type 3 Tests of Fixed Effescts

ANOWVAE ANOVA

Num Den Num Den
Effect DF DF Chi-Sguare F Valus Pr » Chi5g Pr > F D DF
- = -_-: - - - . - - - - - -
= | trt 3 T2 209,889 4]1.98 <.0001 «<.0001 3.32 36.7
=t ] - - ) ) - ] - - - -
P — fert 2 T2 4.0%9 2.03 0.1293 0.13g7 1.5%8 3.7
e o i trt*fert 10 T2 9.27 0.9%3 J.3070 0.514Z2 £.1 36.7
= —
e

Type 3 Tests of Fixed Effects

ANOVEH ANCOVL F ANOVL ANOVEL
Effect Chi-Sguare Valus Pr > Chisg Fr > F

trt 15,
fert
trt*fert 1.25

hhhhhh

[y = a2
I

o,

-

=

i

I3
I
[mn]
|l S A w n]
L T )
[
LT
Lo
1
[ .
L]
[
L]
[
]
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eRWaY layout: SAS output(VInca)s

O eUtPLUL

Type 3 Tests of Fixed Effects

Num Den
Effect DF DF Chi-Square F Value Pr > Chisg Pr > F
trt 2 12 208,88 41.%8 <.0001 <.0001
fert 2 12 4.09 2.035 0.1283 0.13&7
- trt*fertc 10 12 9.27 .83 0.3070 0.5142
=
= Type 3 Tests of Fixed Effects
T ANOWAR F-——————————————————
Hum L=n Fr = Fr =
Effect DF DF Valus= F{DDF) F(infty)
trt 3.32 3e.7 18.22 <.0001 <.0001
fert 1.918 3e.7 2.18 0.1275 0.1131
trt*fert £.1 3e.7 1.25 0.3020 0.2745




ra=3 treatments; [wholeylet]i™
=4 treatments |sul-plot];

=3 A=2 A=3




S plity olaaEetiesYiigReleleiiric

 Block 2 Block 3
A=2 A=1 A=3 A=2 A=3 A=1







Grificance level correspondingpto
ST ANOVA Type Statistic)™

I

-way, etc.)

:_é calculated numerator and denominator degrees
ol -freedom (Num DF and Den DF)

(“infty™)

* However, an improved significance level can be obtained
for the whole-plot (the independent groups) by using
calculated denominator degrees of freedom (Den DF)

— Caution: for small sample sizes, one may need to run

PROC MIXED a second time to obtain the correct Den DF
for whole plot — see comments in e-Xtra. 76




OHENTAY repeated measuies

-







Jlot repeated measiies

Factor B

—~ —~ —~+ —~
I
A OWDNPRE




.
AIEIESHVRIch have used the Brunner
IERPEIMELIC appreacito erdinal date:




. .

SENNING your results. ..

r‘

~
~7

Table 1. Median, mean rank I[E_.. 1. and relative treatment effects f:y i along with 95% confidence
intervals (CI) for snap bean pod russet severity ratings in relation to bean variety and isolate of Plecto-
sporium tabacinum

Variety Isolate® Median® fi, Py 95% Clfor p,

Brio Control 0.0 17.8 161 (0122, 0.215)

QRS 4.5 T 0,721 (0631, 0.794)

] | 1.0 35.6 (0.328 (0.270, 0.393)

1038 2.0 70.5 0.654 (0441, 0.814)

, 1040 5.0 Hl.6 0. 758 (0679, 0.820)
- Gold Mine Control 0.0 13.0 0117 (0103, 0.133)
QRS 3.0 59.3 (.549 (0411, 0.679)

aa] 0.0 17.8 . 161 (0.9, (0,259

1038 2.0 55.3 0512 (0.436, 0.588)

1040 3.0 504 0,551 (0481, 0.618)

Hercules Control 0.0 13.0 0117 (0103, 0.133)

Q83 5.0 Bl.B 0.759 (0654, 0.836)

L] | 1.0 320 0.294 (0272, 0.318)

1038 5.0 TR.H 0,732 (0.543, 0.854)

1040 5.0 B3 0. 746 (0578, 0.855)

* Controls were sprayed with sterile distilled water. Isolates 985, 1038, and 1040 were obtained from

snap bean pods. Isolate 991 was from zucchini.
b Severity of russet on pods was assessed visually on an ordinal 0 to 9 scale, where 0 = no symptoms
and 9 = 100% of the pod surface covered with russet.
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- =; SN.014585
- I‘ﬁ PROC MIXED and PROC IML "Out of Memory™ on Windows XP with Service Pack 1a or Service Pack 2
installed

When you run procedures such as PROC MIEED and PROC IML in interactive
343 on Microsoft Windows ZP with either service packs la or 2 installed,
the following error messSadge appears:

Out of Memory.
This error message does not appear if the PROCs are run in batch mode.
Note: PROC MIXED and PROC IML use large contiguous asmmounts of memory.
To work around this issus uninstall service pack la or 2 and revert back
to sgervice pack 1 or contact Microsoft and redqguest hotfix 594472, The

Microsoft knowledgebhase article on this issue should be awvailable by
01JUMz2005.

Product: Bage SAS —
Component: General System [ssues

Priority: ALERT

Note Type: Documented Problem

Date: Tue, 14 Jun 2005

Operating System and Source Fix Information
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