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This additional web supplement contains the derivation of the algorithm
for the proposed OLMF method in Section 2.1 of [2].

We start from the objective function

f = minimize
M∑

m=1

‖A(m) − PΛ(m)P T ‖2F , subject to P TP = I.

We use the Lagrange method of multipliers and augment the objective func-
tion as follows:

O =

M∑
m=1

tr((A(m) − PΛ(m)P T )T (A(m) − PΛ(m)P T )) + tr(ΓP (P TP − I)),

≡
M∑

m=1

tr(A(m)A(m) − 2Λ(m)P TA(m)P + PΛ(m)P TPΛ(m)P T ) + tr(ΓP (P TP − I)),

where ΓP is a symmetric matrix which is the Lagrange multiplier. To find
the gradients we will use a number of results on matrix derivative of trace
from section 2.4.2 of [3]. The gradient with respect to Λ(m)s does not involve
ΓP and is given by

∂O

∂Λ(m)
: −2P TA(m)P + 2P TPΛ(m)P TP.

The gradients with respect to P and ΓP are given by

∂O

∂P
:
∑
m

(−4A(m)PΛ(m) + 4PΛ(m)P TPΛ(m)) + 2PΓP ,

∂O

∂ΓP
: P TP − I.
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Setting these to 0 and solving for ΓP we get (note setting the second gradient
to 0 is equivalent to saying P TP = I),

ΓP = 2
∑
m

(P TA(m)PΛ(m) − Λ(m)Λ(m)).

and the gradient with respect to P becomes :

∂O

∂P
:
∑
m

(−4A(m)PΛ(m) + 4PΛ(m)P TPΛ(m) + 4P (P TA(m)PΛ(m) − Λ(m)Λ(m)))

≡ −
∑
m

(I − PP T )A(m)PΛ(m).

The same result could be obtained directly by using the formula for gra-
dient of a function in the Grassman manifold in Section 2.5.3 in [1]. First
note that P is an n × k matrix with orthonormal columns (i.e., P TP = I)
and therefore belongs to the Grassman manifold. In the notation of [1], we
have FY is the derivative of the objective function with respect to P . So,

FY =
∑
m

(−4A(m)PΛ(m) + 4PΛ(m)P TPΛ(m))

Then using the formula in [1] and the fact that P is in the grassman manifold
(i.e., P TP = I), the gradient is

FY − Y Y TFY

=
∑
m

(−4A(m)PΛ(m) + 4PΛ(m)P TPΛ(m))− PP T
∑
m

(−4A(m)PΛ(m) + 4PΛ(m)P TPΛ(m))

≡ −
∑
m

(I − PP T )A(m)PΛ(m)
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