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In this letter, we experimentally validate the ability of a recently developed ferromagnetic hysteresis
model to characterize magnetic after-effects in ferromagnetic materials. The modeling framework,
which combines energy analysis at the lattice level with stochastic homogenization techniques to
accommodate material, stress, and field nonhomogeneities, quantifies after-effects through a balance
of the Gibbs and relative thermal energies. Attributes of the framework are illustrated through fits
to experimental steel data. © 2006 American Institute of Physics. �DOI: 10.1063/1.2188595�

Magnetic after-effects due to either thermally induced
switching or atomic diffusion produce drift or creep in the
magnetization or induction for a number of operating
regimes.1,2 Quantification of these effects is important both
for accurate material characterization and the design of sen-
sors and actuators required to achieve and maintain highly
accurate tolerances.

In a recently developed framework for quantifying hys-
teresis inherent to ferromagnetic materials, magnetic after-
effects are incorporated by balancing the Gibbs and relative
thermal energies at the lattice level using Boltzmann prin-
ciples. The effects of polycrystallinity, material nonhomoge-
neities, and variable interaction fields are subsequently incor-
porated by assuming that local coercive and interaction fields
are manifestations of underlying distributions rather than
constant coefficients. The development of this framework is
provided in Refs. 3–5. Experimental validation for operating
regimes in which magnetic after-effects are negligible are
also provided in therein. In this letter, we illustrate the ability
of the model to quantify after-effects through fits of experi-
mental steel data.

As detailed in Refs. 3–5, the macroscopic magnetization
is quantified by the relation
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or the approximate expression
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in the homogenized energy framework. Here, �1 and �2 de-
note the densities for the local coercive field Hc and interac-
tion field HI. The abscissas associated with the quadrature
formula under consideration are denoted by HIj

,Hci
and the

quadrature weights are given by vi ,wj. To construct the
model, one can treat the density values ��1�Hci

� ,�2�HIj
�� as

parameters to be identified through a least-squares fit to data

or assume parameterized or functional representations. Since
a negative coercive field value is nonphysical, �1 must be
strictly positive. Further, the distribution of interactions �2
must be symmetric about zero, and both distributions must
be bounded by a decaying exponential. Any pair of distribu-
tions which meet these three requirements are a valid choice.
A reasonable example is given by

�1�Hc� = c1e−�ln�Hc/Hc�/2c�2
, �2�HI� = c2e−HI

2/2b2
, �3�

though other choices may yield better accuracy for some
materials.

The kernel or hysteron is given by

M = x+	M+
 + x−	M−
 , �4�

where x− and x+, respectively, denote the fractions of mo-
ments having negative and positive orientations and

	M−
 = �
−�
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M��G�dM, 	M+
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are the associated average magnetizations. In practice, these
are typically approximated by using the inflection point ±MI
instead of the unstable equilibrium M0, as discussed in
Ref. 3. These choices are further motivated by the observa-
tion that if one considers the forces �G

�M due to the applied
field, the maximal restoring forces occur at MI and −MI as
detailed on pages 332–333 of Ref. 2. This simplifies calcu-
lation and does not greatly affect accuracy. In Eq. �5�, the
Gibbs energy is given by

G�H,M� = ��M� − �0HM , �6�

where

��M� =�
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1
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MI
− MR , �M� � MI

�7�

denotes the Helmholtz energy and �0 is the permeability of
free space. The derivation of this energy is given in Ref. 3.
Here, MI, MR, and �, respectively, denote the positive inflec-
tion point in the piecewise definition of �, the local rema-
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nence magnetization delineating a minimum of �, and the
inverse magnetic susceptibility after switching. The probabil-
ity of attaining a given Gibbs energy level is quantified by
Boltzmann’s relation

��G� = Ce−GV/kT �8�

which balances G with the relative thermal energy kT /V
where k, T, and V, respectively, denote Boltzmann’s con-
stant, temperature in degrees Kelvin, and a reference volume.
Given the identity x++x−=1, the moment fractions may be
computed by the differential equation

ẋ+ = − p+−x+ + p−+�1 − x+� . �9�

Here, p+− and p−+, respectively, denote the likelihoods that
moments switch from positive to negative, and conversely.
The first likelihood is given by

p+− =
1
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where 	 is a small positive constant and T denotes the
material-dependent relaxation time so that 
= 1

T quantifies
the frequency at which moments attempt to switch. The use
of MI rather than M0 is motivated in a manner analogous to
that discussed after Eq. �5� and hence the numerator specifies

the field at which the stable local minimum is eliminated
whereas the denominator quantifies all admissible positive
magnetization values. The equation for p−+ is analogous. As
detailed in Ref. 3, approximation of Eq. �10� with point
evaluation �e−G�H,MI�V/kT� in the numerator is sometimes em-
ployed as well. This yields nearly identical model predictions
but must be interpreted as approximate from a statistical
sense.

One manifestation of magnetic after-effects is that the
magnetization of the material may continue to change for a
period of time after the input magnetic field is held constant.
This is commonly referred to as creep and it must be dealt
with in any application where the magnetization is held con-
stant for longer than the relaxation time T. Magnetic after-
effects can also significantly change the shape of biased mi-
nor hysteresis loops, which must be handled for accurate
device characterization and control design.

It is these two manifestations that we characterize
through fits and predications with experimental steel data.
The fields plotted in Fig. 1 were input to a cylindrical steel
rod measuring 2.0 in. by 0.25 in., yielding the magnetization
profiles shown in Figs. 2–4. The scalar parameters �, kT /V,
and T, as well as the densities �1 and �2 were estimated by a
least squares fit to the measured data, using four point
Newton-Cotes quadrature with seven quadrature intervals.
For computational efficiency, the approximation scheme
given in Ref. 6 was employed.

FIG. 1. �a� Input magnetic field for creep data. �b� Input magnetic field for symmetric major and biased minor loops.

FIG. 2. �a� Model fit to the creep data where the vertical line indicates time at which the magnetic field is held constant. �b� Detailed view of creep component
of the experiment and fit.

FIG. 3. Fit obtained to the �a� creep data, and �b� biased minor loop data with the model parameters estimated using the combined data set.
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To illustrate the predictive ability of the model, we first
consider separate fits to the creep and minor loop data. The
model constructed through a least squares fit to the creep
data �using the input in Fig. 1�a��, and giving extra weight to
errors occurring immediately after the field was held con-
stant� is compared with magnetization data in Fig. 2. The
maximum error from the time the input field is held constant
to the end of the interval shown in Fig. 2�b� is approximately
3 kA/m, or less than 0.5% of the saturation magnetization;
the average error over the time interval is significantly less:
Approximately 0.7 kA/m.

The model fit to the major and minor loop data is shown
in Fig. 4, using the input field given in Fig. 1�b�. When
estimating parameters, errors in the biased minor loop re-
gions were weighted more heavily than in the symmetric
major loop, thus yielding more accuracy in that region of the
hysteresis curve. In Fig. 3�b�, it is observed that the model
accurately describes the increase in magnetization following
field reversal which is due to a relaxation phenomenon. The
maximum error is below 13 kA/m, which is on the order of
2% of the saturation magnetization.

To illustrate the ability of the model to simultaneously
characterize both phenomena, the model fit obtained with
parameters estimated using the combined data set is com-
pared with creep and biased minor loop data in Fig. 3. In this
case, the creep is predicated to within 4.3 kA/m �less than
0.7% of the saturation magnetization� whereas the maximum
error in the minor loops is slightly over 21 kA/m �approxi-
mately 3.25% of the saturation magnetization�.

For brevity, we have focused solely on fits to steel data;
however, similar accuracy has been obtained with data col-
lected from nickel and Terfenol-D rods.

In summary, the homogenized energy framework pro-
vides the ability for quantifying magnetic after-effects as
manifested in both biased minor loop operation and the mag-
netization response to a fixed input field following dynamic
operation. The former is important for accurate material/
device characterization whereas the latter is crucial for char-
acterizing devices required to maintain a fixed magnetization
or position for timescales comparable to the relaxation time
of the material. In addition to device characterization, the
ability of the framework to accommodate magnetic after-
effects proves crucial in model-based control design for mag-
netic actuators operating in nonlinear and hysteretic regimes.
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FIG. 4. �a� Model fit to symmetric major and biased minor loop data. �b� Detailed view of biased minor loop fit.
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