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Introduction
A principled method for comparing network can find applications
in many areas. An often-used approach to achieve this goal is the
use of network summary statistics fed into a standard statistical test
(K-S test, two-sample t-test etc.) Such methods are generally not
invariant to the size of the network and overlook local topological
features. Also, it is not possible to find a ”one-size-fits-all” metric
for comparing two networks.

The goal of this project is to define a statistical framework for com-
paring two networks. Our key contribution is that given any metric
that measures the distance between two networks, we propose a
method to state the statistical significance of the difference between
the two networks.

Background and Notation
Let G1 and G2 be graphs with n1 and n2 vertices respectively.

G1
iid∼ P1 and G2

iid∼ P2.

We want to test:
H0 : P1 = P2 vs. H1 : P1 6= P2.

Input: G1, G2, α (type I error) and a graph metric ρ(u, v).
Given two graphs u and v, ρ(u, v) has to satisfy the following 4

conditions:
1. ρ(u, v) ≥ 0 and ρ(u, u) = 0.
2. ρ(u, v) = ρ(v, u)
3. ρ(u, v) is graph invariant.
4. ρ(u, v) does not depend on the sizes of u and v.

Output: p-value, reject H0/fail to reject H0.

Hypothesis Test
We are interested in testing:

H0 : P1 = P2 vs. H1 : P1 6= P2

Step 1: Generate M samples each from G1 and G2.

X1, . . . , XM
sample∼ G1

iid∼ P1

Y1, . . . , YM
sample∼ G2

iid∼ P2

The choice of the sampling method depends on the metric chosen
such that the metric is not distorted in the pseudo samples.

X1, . . . , XM
pseudo-sample∼ P1,

Y1, . . . , YM
pseudo-sample∼ P2.

Step 2: We will use the idea of permutation test to compare these
two sets of sampled networks.

Method 1: Sample Set Permutation
1. Compute:
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2 )
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ρ(Yi, Yj).

These two values, δ1 and δ2, present the average within distances of
G1 and G2 respectively.
2. Our test statistic is the sum of the average within distances of the

two networks we are trying to compare,
Tobs = δ1 + δ2.

3. Permutation: Permute the networks in these two sets B times.
For the k-th permutation (1 ≤ k ≤ B), we compute:
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(k)
2 with

δ
(k)
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2 is defined similarly.

After B permutations, we get T(1), . . . , T(B), these form our sam-
pling distribution for the test statistic T.

p−value =
# of T(i) < Tobs

B
, 1 ≤ i ≤ B.

Method 2: Matrix Permutation
1. Compute the matrix D shown in the figure below.
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Now, compute:

Tobs =
mean(within-distances)

mean(between-distances)

=

1
2M(M−1)

[
∑M

i=1 ∑M
j=1,i 6=j ρ(Xi, Xj) + ∑K

i=1 ∑M
j=1,i 6=j ρ(Yi, Yj)

]
1

M2 ∑M
i=1 ∑M

j=1 ρ(Xi, Yj)

2. Permutation: Exchange the labels of the first M rows of D with
the last M rows of D as well as exchanging the labels of the corre-
sponding columns in D.
For the k-th permutation, we get permuted matrix, D(k), with rows

and columns labeled as D(k)
1 , . . . , D(k)

2M.

T(k) =
mean(within-distances(k))

mean(between-distances(k))
where mean(within-distances(k)) and mean(between-distances(k))

are calculated similarly to above.
After permuting B times, T(1), . . . , T(B) forms the sampling distri-

bution of the test statistic T.

p−value =
# of T(i) > Tobs

B
, 1 ≤ i ≤ B.

Real-world Network Example

Dolphins Network Football Network
We run the proposed hypothesis test
(method 2) on the three famous real-
world networks: Dolphin, Karate,
and Football. The sampling method
we use is TIES (edge-based node
selection with graph induction).

We get the following results for
Type I Error and Power of the test:

Karate Network

Network Sampling Rate # of Samples (M) # of Perms (B) Type I Error

Dolphin 0.7 30 5000 0.045

Football 0.7 30 5000 0.045

Karate 0.7 30 5000 0.035

Networks Sampl. Rate # of Samples (M) # of Perms (B) Power

Dolphin vs. Karate 0.7 30 5000 0.93

Football vs. Karate 0.7 30 5000 0.91

Football vs. Dolphin 0.7 30 5000 0.95
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