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#### Abstract

Using time- and angle-resolved photoemission, we present momentum- and energy-resolved measurements of exciton coupling in monolayer $\mathrm{WS}_{2}$. We observe strong intravalley coupling between the $B_{1 s}$ exciton and $A_{n>1}$ states. Our measurements indicate that the dominant valley depolarization mechanism conserves the exciton binding energy and momentum. While this conservation is consistent with Coulomb exchange-driven valley depolarization, we do not observe a momentum or energy dependence to the depolarization rate as would be expected for the exchange-based mechanism.
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Monolayer transition metal dichalcogenides (TMDs) have garnered sustained interest over the last 10 years following the discovery of valley-selective circular dichroism in these novel, atomically thin, direct band gap semiconductors [1-8]. Right ( $\sigma^{+}$) and left ( $\sigma^{-}$) circularly polarized light selectively excites interband transitions in the inequivalent $K^{+}$and $K^{-}$valleys, respectively, where the band extrema are located [9,10]. Strong Coulomb forces and spin-orbit coupling in these materials yield two series of tightly bound exciton states of opposite spin character in each $K$ valley, the $A$ and $B$ excitons, giving rise to the potential for long-lived, spin-valley locked excitons [11-16]. These unique excitons provide a promising platform for novel optoelectronic and valleytronic device applications [17-22].

In TMD monolayers, the same strong Coulomb forces that give exciton binding energies on the order of $\sim 0.5 \mathrm{eV}$ [23,24] also give rise to substantial interactions between exciton states, both within the same valley (intravalley coupling) and between different valleys (intervalley coupling). The Coulomb exchange interaction couples bright excitons of opposite spin character, coupling $A$ and $B$ excitons within the same valley $\left(A^{+} \leftrightarrow B^{+}\right)$or degenerate excitons in opposite valleys ( $A^{+} \leftrightarrow A^{-}, B^{+} \leftrightarrow B^{-}$) although its strength and thus its contribution to valley depolarization is disputed among theoretical models [25-33]. The intervalley direct Coulomb interaction couples excitons of the same spin character in the opposite valleys ( $A^{+} \leftrightarrow B^{-}, B^{+} \leftrightarrow A^{-}$) and has been recently proposed to be more efficient than exchange-based coupling [34-38]. The additional role of exciton-phonon interactions in both intervalley and intravalley exciton dynamics is also non-negligible [39-42].

While these dynamics are formulated in momentum space, previous experiments have been momentum integrated. Many optical spectroscopy techniques have been employed to investigate valley lifetimes and depolarization mechanisms in monolayer TMDs, including photoluminescence [5,43-46], differential transmission [34,47], timeresolved Kerr and Faraday rotation [48-55], and multidimensional spectroscopies [32,56-59], among others [60]. Valley polarization lifetimes ranging from a few picoseconds [34,44,45] to hundreds [47,49,51] or tens [58] of femtoseconds have been reported, depending on the system under study and the spectroscopy method. Interpreting this body of work has been the subject of considerable debate [34,36,58,61-63]. In addition to being momentumintegrated, optical measurements can only probe bright states, and thus only see a subset of the exciton states involved in the dynamics. Optical measurements can also only distinguish between different excitons via the excitation energy and polarization selection rules. Recently, technological advancements in time- and angle-resolved photoemission spectroscopy (tr-ARPES) have enabled the first time-resolved momentum-space measurements on small monolayer TMD samples [64-68]. However, the momentum-resolved exciton dynamics after valleypolarized excitation have yet to be investigated.

In this Letter, we employ tr-ARPES with valley-selective excitation to probe the dynamics of ultrafast exciton coupling and depolarization in monolayer $\mathrm{WS}_{2}$. Our approach yields momentum-resolved images of the exciton dynamics across the full Brillouin zone following excitation with circularly and linearly polarized light at the nominal $B$ exciton resonance at 2.4 eV [69]. The initially


FIG. 1. Time-resolved ARPES of excitons in monolayer $\mathrm{WS}_{2}$. (a) Linearly or circularly polarized pump pulses excite the sample, and a time-delayed XUV probe pulse photoejects electrons that are extracted into the momentum microscope. (b) Raw exciton signal at 210 fs delay $\left(h \nu_{\text {probe }}=25.2 \mathrm{eV}\right)$.
excited photoemission signals reveal the direct formation of a mixture of $A_{n>1}$ and $B_{1 \mathrm{~s}}$ excitons due to intravalley coupling, similar in character but larger in magnitude than recently predicted by Guo et al. [57]. Following valleyselective excitation, we observe that rapid valley depolarization conserves the unrelaxed exciton binding energy and momentum distributions, consistent with depolarization driven by intervalley Coulomb exchange and inconsistent with other proposed mechanisms involving the direct Coulomb interaction or phonon scattering. These are the first reported measurements of these dynamics that encompass signals from all involved exciton states, both bright and dark.

Linearly or circularly polarized pump pulses $\left(h \nu_{\text {pump }}=2.4 \mathrm{eV}\right)$ and $p$-polarized extreme ultraviolet (XUV) probe pulses ( $h \nu_{\text {probe }}=20-30 \mathrm{eV}$ ) with variable delay illuminate the sample and photoelectrons are collected by a custom time-of-flight momentum microscope
[Fig. 1(a)] [70-72]. High data rates are enabled by conducting the experiment at 61 MHz repetition rate with XUV probe pulses produced via cavity-enhanced highharmonic generation [73-75]. The sample is an exfoliated $\sim 10 \times 10 \mu \mathrm{~m}^{2}$ monolayer of $\mathrm{WS}_{2}$ stacked on an exfoliated buffer layer of hexagonal boron nitride on a silicon substrate. The energy resolution is broadened to approximately 160 meV due to sample inhomogeneity, but the spin-orbit splitting of the valence bands at the $K$ valley is still clearly resolved $[64,76]$. Additional sample characterization and experimental details can be found in the Supplemental Material [76]. All measurements are done at room temperature unless stated otherwise.

The 2.4 eV pump pulses produce photoexcited signals at the $K$ valleys [Fig. 1(b)]. By varying the excitation fluence between 1.3 and $29 \mu \mathrm{~J} / \mathrm{cm}^{2}$, we find the tr-ARPES signals are fluence independent below $5 \mu \mathrm{~J} / \mathrm{cm}^{2}$ [76]. Thus, all measurements reported here are conducted at $5 \mu \mathrm{~J} / \mathrm{cm}^{2}$ excitation fluence, corresponding to an excitation density of approximately $7 \times 10^{11}$ carriers $/ \mathrm{cm}^{2}$ at our pump energy [69]. Crucially, this low excitation density results in the formation of bound excitons, as opposed to densities near or above the Mott transition [85-89]. The crosscorrelation of the pump and probe pulses yields a Gaussian instrument response function with $200 \pm 20$ fs FWHM.

Photoexcitation with linearly polarized light populates the $K^{+}$and $K^{-}$valleys equally and both valleys show the same dynamics. The time-resolved photoelectron spectrum (TRPES) recorded with $s$-polarized excitation is shown in Fig. 2. In tr-ARPES spectra, exciton signals appear within the band gap below the conduction band due to the exciton binding energy [64,90,91] [Figs. 2(a) and 2(b)]. The energy scale of the data in Fig. 2(c) is referenced to the valence band maximum (VBM), which we directly measure in our experiment, with the corresponding binding energy scale shown alongside in Fig. 2(b). No intensity is ever observed


FIG. 2. Excitons formed by linearly polarized excitation. (a) The 2.4 eV pump pulses are resonant with the $B$ exciton of $\mathrm{WS}_{2}$. Excitation energies are derived from [23,24,69]. (b) In our tr-ARPES spectra, the exciton signals are separated by exciton binding energy, with lower binding energies appearing at higher energies above the VBM. (c) The TRPES of the $K$-valley signals following $s$ polarized photoexcitation, (d) energy distribution curves for selected time points, and (e) two-component GA spectral components show a prompt, short-lived feature centered at higher energies $\left[S_{1}(E)\right]$ and a long-lived lower energy feature [ $S_{2}(E)$ ]. A double Gaussian fit of $S_{1}(\mathrm{E})$ (yellow and blue dashed lines, total fit in gray dashed line) implies the distribution of lower binding energy population comprises approximately $50 \pm 10 \%$ of the total intensity in $S_{1}(E) . h \nu_{\text {probe }}=25.2 \mathrm{eV}$.
in the conduction band at $E_{\mathrm{VBM}}+h \nu_{\text {pump }}=2.4 \mathrm{eV}$, indicating the direct formation of bound excitons. The most prominent feature at early pump-probe delays is the large intensity at energies between $2.05-2.3 \mathrm{eV}$ above the VBM in the $K$ valley [Fig. 2(d)]. This corresponds to exciton binding energies compatible with excited $A$ excitons $\left(A_{n>1}\right)$ [23,24]. At longer delays, a lower energy feature centered at approximately 1.93 eV grows in and persists beyond the longest pump-probe delays recorded ( 25 ps ). This lower energy feature appears at binding energies compatible with those expected for both the $A_{1 s}$ and $B_{1 s}$ excitons. The $A_{1 s}$ and $B_{1 s}$ states are expected to have similar exciton binding energies [92,93], and thus appear at the same energy in the photoelectron spectrum. Further explanation of the exciton appearance energies can be found in the Supplemental Material [76].

The spectrum of Fig. 2(c) consists of multiple overlapping components. To deconvolve the overlapping spectral and temporal components of the experimental data, we have applied global analysis (GA) [94-98], which reduces the signal to a few principal spectral components $S_{i}(E)$, each with simple exponential time dynamics convolved with the instrument response $f_{i}(t)$, viz. $I(E, t)=$ $\sum_{i}^{N} S_{i}(E) f_{i}(t)$. We find an excellent fit with only $N=2$ components. Component 1 corresponds to the initially excited population and is peaked at $E-E_{\mathrm{VBM}}=$ 2.15 eV but also shows a long tail to lower photoelectron energies (larger binding energies) covering the region of the $B_{1 s}$ exciton [Fig. 2(e)]. We assign this to an initially excited mixture of $A_{n>1}$ and $B_{1 s}$ excitons. Component 1 decays with a time constant of $378 \pm 40 \mathrm{fs}$, giving rise to component 2, which is centered at the energy of the long-delay photoelectron spectrum and has a GA lifetime longer than

50 ps . We assign this long-lived component 2 to the formation of the $A_{1 s}$ exciton. We find adding additional components beyond $N=2$ does not improve the quality of the fit or offer additional physical insight.

Despite initial photoexcitation of the $B$ exciton resonance, we clearly observe strong weighting towards lower binding energies consistent with population of the $A_{n>1}$ excited states. This is seen in both the GA $S_{1}(E)$ component and the raw data. By fitting a double Gaussian function to the initially pumped $S_{1}(E)$ component, we estimate that approximately $50 \pm 10 \%$ of this initial distribution is comprised of $A_{n>1}$ exciton population and $50 \pm$ $10 \%$ is $B_{1 s}$ excitons [76]. This indicates very strong mixing of the $B_{1 s}$ states with $A_{n>1}$ states, such that photoexcitation of what is nominally the $B$ exciton resonance promptly populates $A_{n>1}$ exciton states as well. Such $A / B$ mixing due to intravalley Coulomb exchange has been discussed before. For example, for monolayer $\mathrm{MoS}_{2}$, Guo et al. [57] calculated that the $B_{1 s}$ exciton has $5 \%$ of $A$ exciton character. The degree of mixing we observe here for $\mathrm{WS}_{2}$ is notably much larger. Additional details of the GA decomposition and the Gaussian fitting can be found in the Supplemental Material [76].

The dynamics observed under linearly polarized excitation can be due to a mixture of both intervalley and intravalley relaxation mechanisms. To disentangle their relative contributions, we use circularly polarized pump pulses to prepare valley-polarized excitons. We excite the sample with either $\sigma^{+}$and $\sigma^{-}$polarizations, which preferentially excite $K^{+}$and $K^{-}$valleys, respectively. Figure 3(a) shows the integrated $K^{-}$and $K^{+}$valley signals under $\sigma^{-}$ photoexcitation. The $K^{+}$and $K^{-}$valley signals following $s$ - and $\sigma^{+}$-polarized photoexcitation can be found in the


FIG. 3. Excitons formed by $\sigma^{-}$excitation. (a) Integrated intensities for the $K^{-}$and $K^{+}$valleys following $\sigma^{-}$excitation. (b) The valley asymmetry $(\rho)$ for $\sigma^{+}, \sigma^{-}$, and $s$-polarized photoexcitation. Points are experimental data, lines are GA fits. The observed valley asymmetry decay timescale of $\sim 250 \mathrm{fs}$ is limited by the instrument response. (c) Comparison of the $K^{-}$and $K^{+}$valleys following $\sigma^{-}$ excitation shows that the two valleys present nearly identical dynamics, the difference being a $43 \pm 4 \mathrm{fs}$ delay in the appearance of signal in the unpumped $K^{+}$valley. $h \nu_{\text {probe }}=25.2 \mathrm{eV}$. (d) The GA spectral components $S_{1}(E)$ for the $K^{-}$and $K^{+}$valley signals show that the population transfer from the pumped valleys to the unpumped valleys does not involve significant changes in the energy distribution.

Supplemental Material [76]. Figure 3(b) shows the valley asymmetry, $\rho(t)=\left\{\left[I_{K^{+}}(t)-I_{K^{-}}(t)\right] /\left[I_{K^{+}}(t)+I_{K^{-}}(t)\right]\right\}$, where $I_{K^{+}}$and $I_{K^{-}}$denote the integrated intensity in the $K^{+}$and $K^{-}$valleys, respectively. The valley asymmetry decays in approximately 250 fs , limited by the instrument response of 200 fs FWHM. We observe similar valley polarization dynamics in data recorded at 126 K [76], suggesting exciton-phonon coupling is not a main driver of the dynamics. For comparison, we also show the $s$-polarized data in Fig. 3(b), which shows no valley asymmetry.
Figures 3(c) and 3(d) show the TRPES and the $S_{1}(E)$ GA spectral components for the $K^{-}$and $K^{+}$valleys after $\sigma^{-}$ excitation, respectively. Strikingly, the spectrum in the unpumped $K^{+}$valley does not show any appreciable difference to that of the initially pumped $K^{-}$valley, except an approximately 50 fs delay between the population of the two valleys. We quantify this by applying the same GA described above to the $K^{+}$and $K^{-}$valleys independently in the circularly polarized data. For the unpumped valley, we allow for a shift, $\Delta t$, in the onset of the time dynamics $f_{i}(t) \rightarrow f_{i}(t-\Delta t)$. We find the spectral components and exponential rates in the $K^{+}$and $K^{-}$valleys to be similar to one another and also to those found under $s$-polarized excitation. The delayed onset captured by $\Delta t$ was found to be the singular notable difference between the dynamics in the two valleys. From the GA fitting, we find $\Delta t=43 \pm$ 4 fs for $\sigma^{-}$excitation and $\Delta t=53 \pm 6 \mathrm{fs}$ for $\sigma^{+}$. This 50 fs shift is also apparent in the integrated signals in Fig. 3(a). As a control, we analyzed the $s$-polarized data in the same way and find $\Delta t=6 \pm 5 \mathrm{fs}$. The small 50 fs shift, indicating very rapid valley depolarization, is consistent with the $\sim 250$ fs time scale on which $\rho(t)$ becomes zero when the 200 fs instrument response is considered. The integrated GA fits are also shown as the lines in Figs. 3(a) and 3(b).

Importantly, we find that the prompt valley depolarization observed in the tr-ARPES signal is not accompanied by energy relaxation. This is evident from both the data of Fig. 3(c) as well as the GA analysis in Fig. 3(d), with $S_{1, \mathrm{~K}^{+}}(E)$ closely resembling $S_{1, \mathrm{~K}^{-}}(E)$. Also, applying the same coarse two-Gaussian fitting used in Fig. 2(c) to the $K^{+}$and $K^{-} S_{1}(E)$ components gives the $A_{n>1} / B_{1 s}$ ratio in the two valleys to be the same within experimental error ( $53: 47 \pm 8 \%$ in $S_{1, K^{-}}, 50: 50 \pm 11 \%$ in $S_{1, K^{+}}$).

Conservation of energy in the valley depolarization is consistent with depolarization driven by intervalley Coulomb exchange, which couples energetically degenerate bright exciton states in the two valleys, e.g., $A^{ \pm} \leftrightarrow A^{\mp}$, $B^{ \pm} \leftrightarrow B^{\mp}[26,30]$. This is in contrast to the recently proposed nondegenerate intervalley depolarization mechanism that couples $A^{ \pm} \leftrightarrow B^{\mp}, B^{ \pm} \leftrightarrow A^{\mp}$ via the direct Coulomb interaction $[37,38]$. The direct mechanism couples excitons of different binding energies (e.g., $\left.B_{1 s}^{ \pm} \rightarrow A_{n>1}^{\mp}\right)$. Without the restriction of exciton degeneracy, the distribution of excitons appearing in the unpumped
valley via depolarization is determined by the coupling matrix elements and the density of states, both of which vary widely across the initial exciton spectrum. Thus, the replication of the $K^{-}$valley spectrum in the $K^{+}$valley observed in Fig. 3 would be highly unlikely. However, we do note that we do not observe the rate of valley depolarization to depend strongly on the exciton binding energy. The strength of the exchange interaction is expected to increase as the square of the electron-hole wave function overlap, suggesting $A_{n>1}$ states may depolarize more slowly than 1s excitons [99], but this is not observed in the data. Instead, we find the dynamics at all binding energies to be approximately the same. Furthermore, we find that the valley polarization dynamics are not well described by incoherent rate equations, indicating a partially coherent aspect to the dynamics (i.e., dynamics described by Bloch equations), as discussed in the Supplemental Material [76]. This further supports valley depolarization via intervalley exciton coupling rather than phonon scattering.

The photoelectron momentum distributions for the $K^{+}$ and $K^{-}$valleys following $\sigma^{+}$excitation are shown in Fig. 4. We quantify the extent of the distributions as a function of time by fitting the energy-integrated valley signals with a Gaussian, $\exp \left[-(1 / 2)|\mathbf{k}-K|^{2} /(\Delta k)^{2}\right]$, and report the standard deviation, $\Delta k$. We observe that the initial photoelectron momentum distribution [Fig. 4(a)] encompasses nearly twice the extent of the relaxed photoelectron population at 5 ps delay time [Fig. 4(b)]. The final distribution width of $\Delta k \sim 0.07 \AA^{-1}$ is commensurate with


FIG. 4. Time dependence of the photoelectron momentum distributions. Representative images of a $K^{+}$valley at (a) 78 fs and (b) 5 ps after $\sigma^{+}$-polarized photoexcitation. (c) Standard deviation $(\Delta k)$ of Gaussian distribution fits to the photoelectron momentum distributions in the $K^{+}$and $K^{-}$valleys at each delay time after $\sigma^{+}$-polarized photoexcitation ( $h \nu_{\text {probe }}=30 \mathrm{eV}$ ).
the recent experimental measurement of relaxed exciton states of $\mathrm{WSe}_{2}$ at 90 K [65]. Remarkably, no large differences are observed in the momentum distributions in the $K^{+}$and $K^{-}$valleys; the initial $K^{+}$valley distribution with $\Delta k=0.12 \AA^{-1}$ arrives at the $K^{-}$valley 50 fs later with the same width [Fig. 4(c)].

Valley depolarization driven by the Coulomb exchange interaction is expected to conserve the total exciton momentum $\mathbf{Q}=\mathbf{k}_{e}-\mathbf{k}_{h}$. While we do not measure $\mathbf{Q}$ directly in this experiment, we conjecture that the width of the distribution in $\mathbf{Q}$ is correlated with the width of our photoelectron distributions. Thus, the conservation of the photoelectron momentum distribution after intervalley coupling suggests conservation of the exciton momentum, consistent with exchange-driven valley depolarization. However, the strength of the exchange interaction is expected to scale with $|\mathbf{Q}|$, and thus excitons with smaller Q would be expected to depolarize more slowly. Our results here, however, do not exhibit a difference in the depolarization rate for electrons with different observed $\mathbf{k}_{e}$.

Finally, we note that previous tr-ARPES work on monolayer $\mathrm{WSe}_{2}$, excited with linearly polarized light and probed at $h \nu_{\text {probe }}=21.7 \mathrm{eV}$, has emphasized the importance of dark excitons with the electron in the $\Sigma$ valley (sometimes referred to as Q) [64]. We also observe exciton signals from the $\Sigma$ valleys in our momentum space images, however we find that these signals depend very strongly on the probe photon energy employed, with many probe photon energies showing no discernible $\Sigma$-valley signal (see Supplemental Material [76]). Several features of our data indicate that $K-\Sigma$ excitons do not play a major role in the valley depolarization dynamics of $\mathrm{WS}_{2}$. First, the $\Sigma$-valley signal we observe appears $\sim 100 \mathrm{meV}$ higher in photoelectron energy than the $K$-valley signals, indicating scattering of the electron from $K$ to $\Sigma$ is an uphill process. This is expected from band-structure calculations in $\mathrm{WS}_{2}$ [31]. Second, the $\Sigma$-valley signal rises concurrently with the pumped $K$-valley signal and shows a partial decay of $\sim 215 \mathrm{fs}$ followed by a long-lived component, both much slower than the 50 fs valley depolarization time observed here. If $K-\Sigma$ excitons played an intermediary role in valley depolarization, one would expect appearance and decay timescales for the $\Sigma$ signal commensurate with the valley depolarization.
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