Fundamentals of Deep Learning
April 1-5, 2019
Instructor:
Dr. Dong Xu (Professor of Computer Science, AAAS Fellow, having 20-year
experience in applications of artificial intelligence in biology and medicine)
Summary:
This short course introduces the fundamentals and applications of deep learning. It covers a wide range of topics, including deep neural networks, Convolutional Neural Network (CNN), Capsule Networks, pre-training and generative models, Recurrent Neural Networks (RNN), deep reinforcement learning, deep network design, and deep-learning applications. The goal of the course is to provide conceptual understanding of deep learning with a holistic view and latest developments in the field. 
Prerequisites: 
Math background of calculus and linear algebra, together with basic machine learning knowledge. For those without any machine learning background, please watch the following videos before the course:
https://www.youtube.com/watch?v=IpGxLWOIZy4 
https://www.youtube.com/watch?v=h0e2HAPTGF4 
https://www.youtube.com/watch?v=UzxYlbK2c7E 
Schedule:


Monday, April 1, 2019
Module 1, Course Introduction: (1) course arrangement; (2) scope of artificial intelligence; (3) generalization in machine learning.
Module 2, Deep Neural Networks (DNN): (1) motivations for deep architectures; (2) input representations; (3) softmax; (4) maxout/ReLU; (5) dropout; (6) batch normalization.
Tuesday, April 2, 2019

Module 3, Convolutional Neural Network (CNN): (1) concept of CNN; (2) convolution operation; (3) pooling.
Module 4, Capsule Network: (1) capsule; (2) CapsNet architecture; (3) dynamic routing; (4) matrix capsules with EM routing.
Wednesday, April 3, 2019

Module 5, Pre-training and Generative Models: (1) unsupervised pre-training; (2) Restricted Boltzmann Machines (RBM); (3) auto-encoders; (4) Variational Auto-Encoder (VAE); (5) Generative Adversarial Network (GAN).
Module 6, Deep-learning Models for Sequential Data: (1) structure of Recurrent Neural Networks (RNN); (2) Long Short-term Memory (LSTM); (3) attention mechanism; (4) Word2vec/Doc2vec; (5) Bidirectional Encoder Representations from Transformers (BERT).
Thursday, April 4, 2019

Module 7, Reinforcement Learning: (1) Markov decision process; (2) policy/value iteration
Iteration; (3) Q-learning / DQN; (4) Sarsa / Sarsa(λ); (5) temporal difference learning; (6) model-based learning; (7) Alpha-GO; (8) applications.
Friday, April 5, 2019

Module 8, Network Architecture Design: (1) neural network zoo; (2 residual/dense networks; (3) inception networks; (4) light networks; (5) R-CNN; (6) graph neural networks; (7) hybrid networks; (8) auto-ML and evolutionary networks; (9) network design principles.
Module 9, Deep-learning Applications: (1) computer vision; (2) language processing; (3) games; (4) finance; (5) physics and chemistry; (6) biology and medicine; (7) limitations and ethics.
Grading:

Write a review on a recent deep learning topic, such as graph neural networks, BERT, and Mask-R-CNN. The topic should be cutting-edge, with significant active research. The review should be in depth, including major methods, sample applications, pro and cons of the methods, potential improvements, and future directions. Feel free to study any materials in publications and online, but figures and text in the review should not be copied from other sources. Each student should write the review independently. The grade of course will be based on the review only.
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