Exam: Fundamentals of Deep Learning
Scope:

Write a review on a deep learning topic. The topic should be cutting-edge, with significant active research. A list of possible topics is listed in the following. Other topics are welcome, but please check with the instructor first before moving forward. The review should be in depth, including major methods, sample applications, pro and cons of the methods, potential improvements, and future directions. Feel free to study any materials in publications and online, but figures and text in the review should not be copied from other sources. The sources should cited properly. Each team should write the review independently. Two different teams can write on the same subject.
Due day:
Email the exam to xudong@missouri.edu by Midnight, June 10, 2019

Team:
Up to 3 students. Individual writing is acceptable.
Format:

· At least 5 pages, single space, including figures, tables, references.
· Style is flexible.

· Should include an Abstract.
· Any font of 12pt or 11pt is fine.
Possible Topics:

1. Capsule network 
2. Graph neural networks

3. Activation functions in deep learning
4. Attention mechanism

5. Interpretation of deep learning models (opening of black box)
6. GAN

7. Auto-encoders

8. Automated deep network design

9. BERT

10. Mask-R-CNN

11. DQN

12. A3C

13. Temporal difference learning
14. Deep learning for recommender systems

15. Deep learning for NLP

16. Deep learning for speech recognition

17. Application of deep learning in medicine

18. Application of deep learning in finance

19. Application of deep learning in games

20. Limitations of deep learning approach
Grading: 10 points in total, all team members receive the same grade
· Review should be comprehensive, cutting-edge and in-depth (4 points).

· Be critical (comparisons; strengths and weaknesses; limitations)  (2 points).

· Novelty (your own thoughts, possible improvement, future work) (2 points).
· Writing clarity (2 points).

· Severe penalty will be given if plagiarism is found.
