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Abstract
Research in the field of Digital Humanities, also known as Humanities Computing, has seen a
steady increase over the past years. Situated at the intersection of computing science and the
humanities, present e�orts focus on making resources such as texts, images, musical pieces and
other semiotic artifacts digitally available, searchable and analysable. To this end, computational
tools enabling textual search, visual analytics, data mining, statistics and natural language pro-
cessing are harnessed to support the humanities researcher. The processing of large data sets
with appropriate software opens up novel and fruitful approaches to questions in the traditional
humanities. This report summarizes the Dagstuhl seminar 14301 on “Computational Humanities
- bridging the gap between Computer Science and Digital Humanities”.

Seminar 20.–25. July, 2014 – http://www.dagstuhl.de/14301
1998 ACM Subject Classification I.2.7 Natural Language Processing, J.5 Arts and Humanities
Keywords and phrases Computer Science, Digital Humanities, Computational Humanities, eHu-

manities, Big Data, Experimental Methods
Digital Object Identifier 10.4230/DagRep.1.1.1

Except where otherwise noted, content of this report is licensed

under a Creative Commons BY 3.0 Unported license

Computational Humanities - bridging the gap between Computer Science and Digital Humanities,

Dagstuhl Reports, Vol. 1, Issue 1, pp. 1–31

Editors: Chris Biemann, Gregory R. Crane, Christiane D. Fellbaum, and Alexander Mehler

Dagstuhl Reports

Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany

http://www.dagstuhl.de/14301
http://dx.doi.org/10.4230/DagRep.1.1.1
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://www.dagstuhl.de/dagstuhl-reports/
http://www.dagstuhl.de


2 14301 – Computational Humanities

1 Executive Summary

Chris Biemann, Gregory R. Crane, Christiane D. Fellbaum, and Alexander Mehler
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1.1 Motivation
Research in the field of Digital Humanities, also known as Humanities Computing, has seen
a steady increase over the past years. Situated at the intersection of computing science and
the humanities, present e�orts focus on building resources such as corpora of texts, images,
musical pieces and other semiotic artifacts digitally available, searchable and analyzable. To
this end, computational tools enabling textual search, visual analytics, data mining, statistics
and natural language processing are harnessed to support the humanities researcher. The
processing of large data sets with appropriate software opens up novel and fruitful approaches
to questions in the ‘traditional’ humanities. Thus, the computational paradigm has the
potential to transform them. One reason is that this kind of processing opens the way to new
research questions in the humanities and especially for di�erent methodologies for answering
them. Further, it allows for analyzing much larger amounts of data in a quantitative and
automated fashion – amounts of data that have never been analyzed before in the respective
field of research. The question whether such steps ahead in terms of quantification lead also
to steps ahead in terms of the quality of research has been at the core of the motivation of
the seminar.

Obviously, despite the considerable increase in digital humanities research, a perceived
gap between the traditional humanities and computer science still persists. Reasons for this
gap are rooted in the current state of both fields: since computer science excels at automating
repetitive tasks regarding rather low levels of content processing, it can be di�cult for
computer scientists to fully appreciate the concerns and research goals of their colleagues in
the humanities. For humanities scholars, in turn, it is often hard to imagine what computer
technology can and cannot provide, how to interpret automatically generated results, and
how to judge the advantages of (even imperfect) automatic processing over manual analyses.

To close this gap, the organizers proposed to boost the rapidly emerging interdisciplinary
field of Computational Humanities (CH). To this end, they organized a same-named Dagstuhl
Seminar that brought together leading researchers in the fields of Digital Humanities and
related disciplines. The seminar aimed at solidifying CH as an independent field of research
and also at identifying the most promising directions for creating a common understanding
of goals and methodologies.

At the core of the organizers’ understanding of CH is the idea that CH is a discipline
that should provide an algorithmic foundation as a bridge between computer science and the
humanities. As a new discipline, CH is explicitly concerned with research questions from the
humanities that can more successfully be solved by means of computing. CH is also concerned
with pertinent research questions from computing science focusing on multimedia content,
uncertainties of digitisation, language use across long time spans and visual presentation of
content and form.

In order to meet this transdisciplinary conception of CH, it is necessary to rethink the
roles of both computer scientist and humanities scholars. In line with such a rethinking,
computer scientists cannot be reduced to software engineers whose task is just to support
humanities scholars. On the other hand, humanities scholars cannot be compelled to construe
post-hoc explanations for results from automatic data analysis. Rather, a common vision –
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shared among both groups of scientists – is needed that defines and exemplifies accepted
methodologies and measures for assessing the validity of research hypotheses in CH. This
vision motivated and formed a common ground for all discussions throughout the seminar.

1.2 Goals and Content of the Seminar
In order to elaborate the vision of CH as a bridge between computer science and the
humanities, the seminar focused on questions that can be subsumed under four di�erent
reference points of problematizing CH:

1. The Present State: What works, what does not?
Review of the success of the last 10 years of the digital humanities: Can we identify
commonalities of successful projects? What kinds of results have been obtained?
What kinds of results were particularly beneficial for partners in di�erent areas of
research? Can success in one field be transferred to other fields by following the same
methodology?
Review of the challenges of the last 10 years of the digital humanities: What are recur-
ring barriers to e�cient cross-disciplinary collaboration? What are the most common
unexpected causes of delays in projects? What are common misunderstandings?
What is the current role of computer scientists and researchers in the humanities in
common projects, and how do these groups envision and define their roles in this
interplay?

2. Computational Challenges in Computational Humanities:
What research questions arise for computational scientists when processing data from
the humanities?
How can the success of a computer system for humanities data-processing be evaluated
to quantify its success?
What are the challenges posed by the demands from the humanities? In particular,
how can computer scientists convey the notion of uncertainties and processing errors
to researchers in the humanities?

3. Humanities Challenges in Computational Humanities:
What research questions can be appropriately addressed with computational means?
How can we falsify hypotheses with data processing support?
What is and is not acceptable methodology when one relies on automatic data processing
steps?

4. Common Vision: Algorithmic Foundations of Computational Humanities:
Can we agree on generic statements about the expressivity of the range of algorithms
that are operative in the digital humanities and related fields of research?
Can we distinguish complexity levels of algorithms in the computational humanities
that are distinguished by their conditions of application, by their expressiveness or
even explanatory power?
Which conditions influence the interpretability of the output generated by these
algorithms from the point of view of researchers in the humanities?
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4 14301 – Computational Humanities

1.3 The Program
In order to work through our set of goals (see section 1.2), the seminar decided for a mixture
of talks, working groups and plenary discussions. To this end, four Working Groups (WG)
have been established whose results are reported in respective sections of this report:

The Working Group on Ethics and Big Data (members: Bettina Berendt, Chris Biemann,
Marco Büchler, Geo�rey Rockwell, Joachim Scharloth, Claire Warwick) discussed a very
prominent topic with direct relationships to recent debates about ethical and privacy
issues on the one hand and the hype about big data as raised by computer science on
the other. One emphasis of the WG was on teaching how to process big data, how this
research relates to legal and ethical issues, and how to keep on public dialogs in which such
issues can be openly discussed – beyond the narrow focus of the academic community. A
central orientation of this discussion was to prevent any delegation of such discussions to
closed rounds of experts (‘research ethics boards’) which do not support open discussions
to a degree seen to be indispensable by the WG. The widespread, fruitful and detail-rich
discussion of the WG is reported in more detail in section 4.1.
The Working Group on Interdisciplinary Collaborations – How can computer scientists
and humanists collaborate?
(members: Jana Diesner, Christiane Fellbaum, Anette Frank, Gerhard Heyer, Cathleen
Kantner, Jonas Kuhn, Andrea Rapp, Szymon Rusinkiewicz, Susan Schreibman, Caroline
Sporleder) dealt with opportunities and pitfalls of cooperations among computer scientists
and humanities scholars. The WG elaborated a confusion matrix that contrasts com-
monplaces and challenges from the point of view of both (families of) disciplines. Ideally,
scientists meet at the intersection which challenges both groups of scientists – thereby
establishing CH potentially as a new discipline. In any event, this analysis also rules
out approaches that reduce either side of this cooperation to the provision of services,
whether in terms of computing services or in terms of data provisions. More information
about the interesting results of this working group are found in section 4.2.
The Working Group Beyond Text (members: Siegfried Handschuh, Kai-Uwe Kühnberger,
Andy Lücking, Maximilian Schich, Ute Schmid, Wolfgang Stille, Manfred Thaller) shed
light on approaches that go beyond language in that they primarily deal with non-
linguistic information objects as exemplified by artworks or even by everyday gestures. A
guiding question of this WG concerned the existence of content-related features of such
information objects that can be explored by computational methods. As a matter of fact,
corpus building by example of such artifacts is in many cases still out of reach so that
computation can hardly access these objects. Seemingly, any success in ‘computerizing’
research methodologies here hinges largely upon human interpretation. Obviously, this is
a predestined field of application of human computation with the power of integrating
still rather separated disciplines (e.g., musicology, history of art, linguistics etc.). See
section 4.3 for more information about this promising development.
The Working Group on Literature, Lexicon, Diachrony (members: Loretta Auvil, David
Bamman, Christopher Brown, Gregory Crane, Kurt Gärtner, Fotis Jannidis, Brian
Joseph, Alexander Mehler, David Mimno, David Smith) dealt with the role of information
as stored in large-scale lexicons for any process of automatic text processing with a
special focus on historical texts. To this end, the WG started from the role of lexica in
preprocessing, the indispensability of accounting for time-related variation in modeling
lexical knowledge, the necessity to also include syntactic information, and the field of
application of automatic text analysis. Special emphasis was on error detection, correction
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and propagation. The WG has been concerned, for example, with estimating the impact
of lemmatization errors on subsequent procedures such as topic modeling. In support of
computational historical linguistics, the WG made several proposals on how to extend
lexica (by morphological and syntactical knowledge) and how to link these resources with
procedures of automatic text processing. See section 4.4 for more information about the
results of this WG.

Part and parcel of the work of these WGs were the plenary sessions in which they had to
present their intermediary results in order to start and foster discussions. To this end, the
whole seminar came together – enabling inter-group discussions and possibly motivating the
change of group membership. Beyond the working groups, the work of the seminar relied on
several plenary talks which partly resulted in separate position papers as published in this
report:

In his talk on Digital and computational humanities, Gerhard Heyer shed light on the role
of computer science in text analysis thereby stressing the notion of exploring knowledge or
text mining. He further showed how these methods give access to completely new research
questions in order to distinguish between (more resource-related) Digital Humanities and
(algorithmic) Computational Humanities.
In his talk, Chris Biemann tackled the field of Machine Learning methods from the point
of view of their application to humanities data. He clarified the boundedness of these
methods in terms of what is called understanding in the humanities. From this point of
view, he pleaded for a kind of methodological awareness that allows for applying these
methods by clearly reflecting their limitations.
In their talk on On Covering the Gap between Computation and Humanities, Alexander
Mehler & Andy Lücking distinguished di�erences that put apart both disciplines. This
includes a methodological, a semiotic and an epistemic gap that together result via an
interpretation gap into a data gap. In order overcome these di�erences, they pleaded for
developing what they call hermeneutic technologies.
In her talk on Digital Humanities & Digital Scholarly Editions, Susan Schreibman gave an
overview of her work on multimodal, multicodal digital editions that integrate historical,
biographical and geographical data. Her talk gave an example of how to pave the way for
a people’s history in the digital age. To this end, she integrates recent achievements in
data mining (most notably network analysis, geospatial modeling, topic modeling and
sentiment analysis).
In his talk on How can Computer Science and Musicology benefit from each other?,
Meinhard Müller switched the topic of mainly textual artifacts to musical pieces and,
thus, to musical artworks. He explained the current possibilities of automatic analysis
of musical pieces and demonstrated this by a range of well-known examples of classical
music.

This work nicely shows that computational humanities has the goal of covering all kinds
of data as currently analyzed and interpreted in the humanities (see also the Working Group
Beyond Text for such a view).

The seminar additionally included a range of short talks in which participants presented
state-of-the-art results of their research: among others, this included talks by Christopher
Brown, Anette Frank, Brian Joseph and Szymon Rusinkiewicz. This work nicely provided
information about a range of linguistic and multimodal application areas and, therefore,
reflected the rich nature and heterogeneity of research objects in the humanities.
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A highlight of the seminar was a plenary discussion introduced by two talks given by
Gregory Crane and by Manfred Thaller. These talks started and motivated an academic
verbal dispute in which, finally, the whole seminar participated in order to outline future
challenges of Digital Humanities with impact beyond the border of these disciplines – even
onto the society as a whole. Both talks – on Evolving Computation, New Research Directions
and Citizen Science for Ancient Greek and the Humanities by Gregory Crane (see section
5.1) and on The Humanities are about research, first and foremost; their interaction with
Computer Science should be too by Manfred Thaller (see section 5.2) – opened a broad
discussion about the role of humanities among the sciences and their status within the
society.

Last, but not least, we should mention two common sessions with a concurrent seminar
on Paleography. These sessions, which took place at the beginning and at the end of the
seminars, opened an interesting perspective on one particular field that could be counted
as a sub-discipline of Computational Humanities. The paleographers met in Dagstuhl for
the second time and discussed some of our CH issues previously; it was fruitful to exchange
approaches on how to overcome them.

1.4 Conclusion
Most of the working groups used their cooperation as a starting point for preparing full
papers in which the theme of the group is handled more thoroughly. To this end, the plenary
discussed several publication projects including special issues of well-known journals in the
field of digital humanities. A further topic concerned follow-up Dagstuhl seminars. The
ongoing discussions around the perceived gap between computer science and the humanities
and the various proposals from the participants on how to define, bridge or deny this gap
made it clear that the seminar addressed a topic that needed discussion and still needs
discussion. The talks, panels and working group discussions greatly helped in creating a
better mutual understanding and rectifying mutual expectations.

In a nutshell: the participants agreed upon the need to continue the discussion since CH
is a young and open discipline.
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information. Of course, contradictory details can simply be gathered in, say, a database.
But this would come at a high prize: the application of inference engines would be blocked.
The group discussed some application scenarios and possible technical solutions, though a
realizable joint project had to be postponed to further collaboration.

It has to be emphasized that this summary is highly streamlined in the sense that it
neither reflects nor exhausts the thematic and rhematic dynamics of discussions. Although
only few talking threads converged into a viable proposal, the involvement of discussions
shows that there is a great need for exchange of researchers from di�erent backgrounds
working in roughly the not yet delineated field of DH.

4.4 Report of Working Group on Literature, Lexicon, Diachrony
Loretta Auvil (Illinois Informatics Institute, Urbana, IL, USA), David Bamman (Carnegie

Mellon University, Pittsburgh, PA, USA), Christopher Brown (The Ohio State University,
Columbus, OH, USA), Gregory Crane (University of Leipzig, DE, and Tufts University,
Medford, MA, USA), Kurt Gärtner (University of Trier, DE), Fotis Jannidis (University of
Wrzburg, DE), Brian Joseph (The Ohio State University, Columbus, OH, USA), Alexander
Mehler (Goethe University Frankfurt, DE), David Mimno (Cornell University, Ithaca, NY,
USA), David Smith (Northeastern University, Boston, MA, USA)

License Creative Commons BY 3.0 Unported license
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4.4.1 Introduction

The Working Group on Literature, Lexicon, Diachrony identified three key issues or themes
that pertain to the computational study of structured linguistic resources (prototypically,
the lexicon) and unstructured text. These themes are the following:

characterizing the nature of the information that has been captured in existing lexica
written for human use and the possibilities for rendering these linguistic resources useful
for automatic processing;
exploring the possibilities of creating and augmenting linguistic resources by analyzing
texts, and in particular in capturing diachronic variation; and
analyzing, classifying, and mitigating errors introduced at each stage of processing, from
optical character recognition and human annotation, to the construction of word frequency
distributions and topic models, to part-of-speech (POS) tagging, lemmatization, parsing,
and narrative analysis.

Schematically (as depicted in Table 2), these themes fit within a typology of complementary
human and machine annotations. In what follows, we elaborate on each of these themes and
develop within each various related sub-issues, some of which overlap with one another or
serve as a bridge linking one theme with another.

4.4.2 The Nature of the Lexicon

The value of digitized lexica is well established: even elementary steps of text processing like
OCR correction gain a great deal from access to lexica – not to speak of more challenging

http://creativecommons.org/licenses/by/3.0/
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Table 2 Stages of lexicon formation contrasted with automatic automatic processing and human

annotation.

Stage Human Automated
Text creation Double-keying OCR
Combining variant forms Morphology, lemmatization String-edit clustering,

morphological classification,
named-entity recognition

Lexical disambiguation Examples of textual
citations, usage

PoS-tagging, contextual
clustering

Sense disambiguation Query expansion from
existing definitions,
organizing examples into
categories

Latent semantic and topic
analysis, contextual
clustering

Relationships: phrases,
synonyms, antonyms,
frames, names

Examples of connections
between documents

Collocate detection,
parsing, lexical patterns
(e.g. not just X but Y )

tasks like textual entailment or discourse parsing. Our discussion began by asking what a
dictionary is and what purpose it serves. More specifically, we asked whether it is a repository
of information, an authoritative statement that users can turn to for answers, a snapshot
of a language at a particular point in time, or just what (for a comprehensive international
survey of lexica see Hausmann et al 1989).

For each stage of lexicon creation, there are both manual and automatic methods. We
argue that modern workflows should incorporate both types of analysis. Table 2 shows
correspondences between methods at each stage.

On the value of dictionaries: There are various types of lexicon/dictionary serving
di�erent functions. For literary and linguistic research, lexica/dictionaries on historical
principles are essential aids for the diachronic study of texts from the first records of
a language up to its present-day varieties. Information technologies can contribute
enormously to enhance the uses of existing dictionaries in various ways, thus satisfying
the requirements of linguists and philologists studying texts (textual data), words and
their histories. (Retro-)digitized lexica/dictionaries play a key role in transforming
lexicographical resources from book form with alphabetic macro structures into more
e�cient means of locating reliable, accurate and comprehensive information; the user is
no longer restricted to entries in alphabetical order, but can perform complex searches
and exploit all the riches of information stored in a lexicon. The Perseus project5 (see
Crane 1996, also Lidell & Scott 1996) is one example of this.
In the field of the vernacular languages, the scholar of Middle High German (MHG) in
pre-electronic times had to use at least four dictionaries for this language period (ca. 1050
up to ca. 1350). These dictionaries have been digitized and all the essential information
positions have been encoded carefully in order to allow complex searches related to lemma
and word formation, word class, languages of loanwords, diachronic and diatopic features
and document types of sources. The digitized dictionaries have been interlinked, so that
an entry can be searched in all four lexica displayed synoptically on the screen (see:

5
www.perseus.tufts.edu/hopper/text?doc=Perseus:text:1999.04.0057
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mwv.uni-trier.de). In the o�-line version the search can be restricted to specific sources,
e.g. the Arthurian novels, the writing of the mystics etc., or to a single text e.g. the
Parzival by Wolfram von Eschenbach (see Fournier 2001). Furthermore, the existing
MHG dictionaries are interlinked with the new MHG dictionary (Mittelhochdeutsches
Wörterbuch) which is being published since 2006 in book form and concurrently on
the Internet (www.mhdwb-online.de); for more information about the electronic text
archive, lemmatization procedures etc. see Gärtner (2008). The interlinking techniques
via normalized lemmata allow for the creation of dictionary nets for a certain period of a
language. The period-related subnets can be interlinked with other historical dictionaries
of a certain language, e.g. the Deutsches Wörterbuch (DWB, 2nd edition DWB2) by the
brothers Grimm (dwb.uni-trier.de). The interlinking can be achieved in various ways, e.g.
via period-specific lemma forms in the head of an entry or even by semantic features (see:
woerterbuchnetz.de). An even more global net of dictionaries could comprise dictionaries
through more subnets e.g. for the Germanic languages: Gothic, Old English, Old Saxon,
Old High German and Old Norse.
Interrelations of language stages, linguistic borrowings etc. can be studied in new and
more reliable ways, if linguists and philologists are willing to look over the fences of their
national languages and collaborate. Scholars of the classical languages with a long and
interrelated history (Greek, Latin) have set an example and could play a leading role in
this.
Extent to which morphological and syntactic information needs to be built
into lexical representations: when tagging texts, a first source of information about
the parts of speech of tokens are lexica. A very obvious pitfall here concerns the distinction
of the lexical Part of Speech (PoS) of a wordform – normally stored in the lexicon – and
the syntactic PoS of a token of that form in a sentence. Obviously, these two assignments
need to be distinguished. On the one hand, the PoS of a wordform stored in the lexicon
can be used as a reference when tagging sentences in order to reduce the number of
unknown tokens (obviously, this reduction supports any statistical tagging). On the other
hand, the tagger may need to overwrite the lexicon information.
Take the example of past participles, which in the lexicon are normally subsumed under
a corresponding verb lemma: in German, for instance, participles can be used to derive
adjectives (like in ‘Der zerbrochene Krug’/‘The Broken Jug’) which have to be tagged
appropriately. Thus, one has to balance the information taken from the lexicon against
what has to be overwritten by the tagger. A way out of this problem is to tag both
kinds of PoS: the lexical and the syntactic one. In any event, derivational knowledge
(e.g., about the derivation of adjectives from participles) has to be included in the lexicon
so that the search space of the tagger can be reduced. Given, for example, a verb like
lesen (‘to read’) in German, a large set of nouns can be derived from it: der Leser, der
Lesende, das Gelesene, die Lesbarkeit, die Leserei, die Lesung etc. Thus, one should not
underestimate the additional amount of information to be stored in the lexicon if one has
to consider, for example, a set of 20,000 verbs of a language. Derivational knowledge is
morphological knowledge that is included here in the lexicon in order to guide the tagging
of syntactic information in sentences.
Note that the range of ‘syntactically motivated’ PoS can be much larger than what
is distinguished lexically in the lexicon. Take the example of conjunctions where one
can distinguish between subordinating conjunctions (subjunctions) and coordinating
ones. Obviously, dependency parsing can be boosted by making this distinction during
PoS-tagging. Thus, morphological or lexical ontologies of parts of speech can depart from

mwv.uni-trier.de
www.mhdwb-online.de
dwb.uni-trier.de
woerterbuchnetz.de
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their syntactically motivated ones. Relying on some ‘universal’ PoS tagsets (Petrov et al
2012) does not solve this task. Once more, the reason is simply that if we want to reduce
error rates of text parsing we need to include more and more information in the lexicon,
that is, we need to make more distinctions, distinctions that are abstracted by universal
tagsets or universal rule sets Marne�e et al (2014). In other words: while universal tag-
or rule sets aim at the interoperability or comparability of methods, the humanities need
in many cases rather fine-grained models that map the specifics of a given language or
corpus and, thus, contrast with interoperability.
Another obvious example in favor of including syntactic information in the lexicon relates
to the valency of verbs. Knowledge about this valency can guide dependency parsing
and corresponding disambiguation processes (when distinguishing, for example, between
complements of verbs and nouns). Once more, the amount of information to be considered
here is enormous – it is even higher if we consider the requirement to account for variation
of this information over time (see below). However, in order to meet the very low error
rates acceptable to humanities scholars, there seems to be no alternative to more ambitious
projects of building lexica.
To be more precise: any decision about what to include in the lexicon hinges upon the
need to reduce error rates of tagging (historical) texts for humanities scholars. In this
line of thinking, we always get a reason to extend the lexicon as much as possible: given
the plethora of annotation desired by scholars (and not just from the point of view of
NLP), most of the relevant information units still cannot be tagged automatically. Thus,
it is desirable to put as much information as possible into the lexicon in order to make
tagging less error prone. From this point of view, present-day full-form lexica (although
usually including information about PoS and inflectional paradigms) are insu�cient.
This approach may further interdisciplinary collaboration between computer scientists
and scholars in the development of lexica and taggers based thereon. An example of
such an interdisciplinary project is reported in (Mehler et al 2015) where historians work
together with computational linguists in the exploration of Latin texts. The project deals
with the genre- and register-related classification of medieval Latin texts based on their
pre-processing in terms of lemmatization and PoS-tagging. To this end, the authors
developed a large-scale Latin lexicon (primarily based on inflection patterns that produce
around 11 million wordforms out of ca. 250,000 lemmata). The lexicon is used as a
reference for PoS-tagging whenever it lists a single PoS for a form. Beyond that, tagging
is done by means of a CRF that is superimposed by a set of short-scale ‘syntactic’ rules.
In this sense, a hybrid approach is followed where lexical information is combined with
a syntactic knowledge base and a statistical tagger. One should not underestimate the
amount of work entailed by an approach in which the syntactic rules are handcrafted as
are many of the patterns and even entries of the underlying lexicon. As it stands, such a
labor-intensive approach (somehow reminiscent of human computation) is indispensable
for text processing and, thus, for the generation of classification results acceptable to
historians.
Several tasks undertaken by the Herodotos Project for Ethnohistory (Ohio State Universi-
ty/Ghent University) illustrate the necessary interplay of human correction with machine
generation of data. These include: the determination of error rate and causes of error
in the application of the Stanford Classifier to the identification of group names in the
English texts of the Perseus corpus of ancient authors; the refinement of the classifier to
deal with authors of di�erent genres and periods; the development of Latin and Greek
language classifiers suitable for identifying group names; automated XML markup of
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the texts for which we have complete lists of (edited/corrected) group names, using the
TTLab Latin Tagger6 (TLT) for Latin and XML-/TEI-based tagging (Mehler et al 2015),
and marking up Perseus code for group names by an automated process.
Relationship between dictionaries and chronology: A key role for finding infor-
mation about the history of a word and its usage is played by the dating of its sources
in historical dictionaries. Changes of spelling and morphology of a lexical item, the
first record of its use and meaning etc. are usually documented in the great national
dictionaries (OED, DWB2, TLF etc.). The definitions of a lemma connected to a certain
language stage could also be looked up in a period specific lexicon. Of special interest
in searching historical texts for definitions are borrowings, especially from Latin into
German, English and other European vernaculars. The Latin borrowings e.g. of German
from its first recordings in bilingual word lists in the 8th century through all the following
periods up to the 19th century are immense. In religious texts of the Middle Ages as well
as in scientific writings of today there is hardly any sentence without Latin traces. Latin
loans in German books printed from about 1500 were marked for a long time by a change
of fonts: Fractura had been used for German, antiqua for Latin.
In lemmatizing historical texts the change of fonts is essential in order to filter out loans
and find the appropriate time related definitions in the Deutsches Fremdwörterbuch (Schulz
et al 1995), the sister of the DWB which from its inception was not meant to contain
loanwords (Fremdwörter). The borrowings from Latin consist not only of loanwords,
which are usually taken over together with a specific meaning (see the definitions in
the national dictionaries to Medieval Latin), but also of loan translations (e.g. Latin
re-sur-rect-io and its morpheme based rendering in German Auf-er-steh-ung which goes
back to MHG f-er-stand-unge). Translating key Christian terms in the Middle Ages led
to a variety of synonyms of which in the course of time often only one has survived (of six
synonyms for Latin gratia with its specific Christian meaning in OHG only one made it
into MHG genäde, NHG Gnade). For determining which concept is represented by which
lemma and definition we need a semantic index to the historical dictionaries. This is a real
challenge for digital humanists trying to explore the lexical history of an expression and
its definitions through time and place. An inspiring example is the Historical Thesaurus
of the OED by Christian Kay which has been integrated into the OED online.
It is a commonplace that the meaning of a lexeme changes over time. However, it does
not do so according to a single timescale. Thus, by analogy to Domingos (2008), we
may speak of modeling the variation of lexical items in terms of structured time in order
to account, for instance, for di�erent processes of temporal variation (e.g., function
words change according to a longer timescale than content words). This variation can
be conditioned by the dynamics of genres and registers in which the lexical items are
preferably used (Halliday 1977, Halliday 1991). In such cases, models of genres and
registers are additionally required. Thus, beyond morphological and syntactical knowledge
we may also include pragmatic knowledge in the lexicon. Time is just a gateway for this
kind of knowledge.
Thus, a central challenge of automatic, lexicon-based text analysis of historical texts
concerns the requirement to cover time as a constitutive parameter of lexicon formation.
That is, the variation of the morpho-syntactic realizations of lexical items over time have
to be considered as an integral part of the lexeme/syntactic word/wordform relation. So
far, little is done in this respect: either the lexica do not contain information about lexical

6
See prepro.hucompute.org and collex.hucompute.org

prepro.hucompute.org
collex.hucompute.org
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variation (applying, for example, lexica of classical Latin to medieval Latin texts) or the
taggers do not operate in a time-sensitive manner. In order to understand possible pitfalls
of the latter case consider the task of tagging multilingual texts: taggers are typically
language-specific; if an input text of language A contains text spans (e.g. citations)
of another language, the tagger tries to tag these spans as instances of language A –
obviously, this is an erroneous procedure. Rather, what should happen here is that the
tagger starts with language detection for any text span in order to select the corresponding
language-specific tagger for it. The same should happen along the time axis where time
period-sensitive taggers are selected to tag corpora of historical texts that instantiate
several stages in the development of one or more languages. As it stands, current taggers
are not powerful enough to account for such requirements of stratified tagging – stratified
with respect to time, language, register, genre etc.
Linking lexica via hyperlemmata: above, we argued that rather than abstract tagsets,
fine-grained lexicon models are needed to meet the requirements of, say, philologists, who
look for the specifics of certain texts rather than for a generalized model, say, of the PoS
realized by them. Such an approach runs the risk of adapting its lexicon model to the
specifics of the underlying corpus in such a way that interoperability of methods and
comparability of findings is negatively a�ected. In order to provide a way out of this
fallacy, we may think of using hyperlemmata to establish links between the lemmata of
di�erent lexica. This model is in line with approaches like Petrov et al (2012) and Marne�e
et al (2014), but with a focus on lexemes instead of PoS or dependency rules. Given a
unified lexicon model based on hyperlemmata one can envision ‘translations’ between
di�erent lemmatizations of the same text. Alternatively, one can envision abstract search
queries based on hyperlemmata that are automatically mapped onto the specifics of the
underlying lexica. Such an additional layer of modeling lexica entails a further level of
labor-intensive research. However there seems to be no alternative to such an approach if
our goal is to switch between di�erent lexical ontologies.
Compiling lexica automatically (definition generation): since processing historical
languages is reminiscent of processing low-resourced languages in that it faces related
challenges, it is necessary to think of standardized procedures for the rapid, less error prone
compilation of lexica even out of (small) corpora of historical texts. Here, we envision a
combination of methods of (i) computational linguistics for learning, for example, inflection
patterns, valency patterns or word-order patterns, (ii) text-technological methods of
building and maintaining lexical databases and (iii) methods of human computation for
the fine-grained adaptation and extension of the resulting lexica. On the basis of such a
procedure, one can envision an application that allows for estimating the complexity of
building a lexicon for a given historical language starting from a given corpus of a certain
size. Such an application could help interdisciplinary projects distribute the various tasks
of compiling the lexicon among project members.

4.4.3 Computational Analysis of Literary Texts

In addition to the structured information in human- and machine-readable lexica, computa-
tional linguists and digital humanists work with increasingly large bodies of unstructured
text. To speak very broadly, this text varies greatly in the specificity of its metadata, the
consistency of its editing, and the standards and accuracy of its transcription. On the one
hand, creators of lexica and other linguistic resources have always used corpora to investigate
and illustrate linguistic facts, and textual critics have always been concerned with the basis
of our knowledge of texts. On the other hand, the wide availability of electronic texts and
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means for their automatic analysis encourage us to think more systematically about the
interplay of lexicon and corpus.

We believe, therefore, that important research questions will continue to center around
our ability to augment structured resources such as lexica with inferences from unstructured
text and how to exploit lexica to improve automatic processing. Among the specific problems
we discussed were:

practical problems in compiling corpora to work with, in particular for long-term diachronic
analysis including multiple language stages, typefaces (e.g., Fractura), and genres;
constructing corpus-specific lexica and refining existing lexica with corpus data;
adapting standard NLP tools to domains (e.g., literary texts) that may be divergent from
the newspaper texts on which they were trained;
interpreting automatic clustering methods such as topic modeling extraction from texts:
the intersection of computational analysis of text and the lexicon, since here word-meanings
make a di�erence;
automated thematic analysis;
automated plot summaries; and
computer-aided stylistic analysis.

For example, one problem in applying topic models and related approaches to historical
texts is that any semantic analysis should not only consider wordforms, but rather lexemes
or – better – lexeme groups (Lexemverbände in German) which subsume lexemes based on
the same stem even if they belong to di�erent part-of-speech classes (an example is fliegen,
Flug, Flieger etc.). In order to do this, a very good lemmatization is needed. As discussed
above, this is a task that is not completely solved in the case of historical texts. Here, we
still need to do a lot even in terms of lexicon building. However, presentations of clouds of
wordforms subsumed under the same topics will hardly convince philologists or historians
who – as outlined above – expect very low error rates. A wordform is a formal unit and not
a semantic unit. Lexemes in the lexicon are dually articulated in the sense of de Saussure:
formally by the wordforms by which they are realized and semantically by the meaning that
they carry. If topic modeling aims at drawing level with this view, it should be combined
with a very thorough pre-processing of historical texts – beyond what is currently done
in many approaches to topic modeling. Here, historians, philologists and computational
linguists should go hand in hand in order to further develop their methods – possibly by
example of topic models that are well established on the ground of taggers as described in
section 4.4.2. This can be a way out of detecting, for example, function words as part of
word clouds attributed to a certain topic, where these function words do not occur in the
cloud because of carrying a certain meaning, but just due to the statistics of the given text.

What kind of structure of the lexicon would enable a better analysis of literary texts?
Strategies to improve text analysis, which informations of a digital lexicon can be employed
(for example hypernymy/hyponymy)?

In order to better meet the requirements of text analysis with the help of lexica, the
following information objects should be included into lexicon formation: the lexicon should
cover derivation relations in order to allow for modeling lexeme groups (see above). It must
consider time as an attribute of any relation and any attribution in the lexicon (e.g., Which
lexeme is realized during which period by which wordform carrying which grammatical
information? etc.). Beyond time, each lexicon entry should be equipped with an expressive
attribute model that allows for mapping various syntactic, semantic, pragmatic, genre- or
register-specific information units (e.g., sentiment/polarity, connotations, semantic classes
(e.g., anthroponyms, oikonyms, chrononyms etc.)).
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4.4.4 Error Detection and Correction

An important issue with any application of computational methods to text is the degree to
which errors occur in the automatic processing. While scholars in some areas of computer
applications may be satisfied with a small error rate (say 1%, for optical character recognition
of documents printed within the last hundred years or so), humanists tend to be very
concerned about the integrity of the text that they are working with, and tend to express
great dissatisfaction with even tiny error rates smaller than 1%. Thus, it is a concern to be
able to detect errors, to predict the rate at which they are likely to occur, to characterize
their e�ects on subsequent processing, and to be able to do something about the errors if
possible. Among the applications we considered that could generate errors (while at the
same time, of course, generating electronic output that is very useful and usable) was optical
character recognition to create electronically manipulable texts.

classification of errors (OCR errors, lemmatization errors, POS-tagging errors, parsing
errors etc.);
consequences in statistical analysis;
how error rates a�ect results;
the extent to which errors are random or patterned; and
understanding the impact of errors in functions and propagation of errors relationship of
dictionaries, functions and errors.

A central challenge of any error analysis concerns the availability of online tools for
comparative error analyses by which errors can be classified and displayed in terms of
summaries (e.g., by decreasing frequency). This is needed to allow for a more rapid and
comprehensive detection and elimination of errors. Current systems either only provide
summary data (in the form of F-measure statistics) or only selected error analyses by
discussing some use cases. However, what is needed is a systematic overview of the whole
range of errors being made by automatic text analysis, an overview that human users can use
to guide future processes of text analysis in order to guarantee lower error rates. To this end,
computational linguists building annotation tools, digital humanists (providing web-based
interfaces for the usage of these tools), and humanities scholars should cooperate much closer
in order to meet the low-error-rate requirement of the humanities.

4.4.5 Conclusions and Future Research

Digital linguistic resources such as lexica are necessary for making progress in many areas of
natural language processing; moreover, the availability of digitized corpora and automatic
annotation methods can make creating these resources a collaborative e�ort between linguists,
philologists, and computer scientists. We see several opportunities for strengthening these
collaborations, for creating new linguistics resources, and for analyzing and mitigating the
errors in human and computational annotation processes.
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